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Abstract

This document identifies guiddines that review high-integrity software requirements documents in nuclear
power plantsand addressesitem 4 (Adequacy of System Functionsand Commitments) of the sevenreview
requirementsfor digital sysemslistedin NUREG-0800. Theframework used for devel oping the guideines
was taken from the Nuclear Regulatory Commission Standard Review Plan and Branch Technica Postion
(HICB-14), which was adapted to the software. Thetopic areas are conformance with the SRP, accuracy,
functiondity, reliability, robustness, maintainability, security, timing, and human-computer interaction. A
checkligt for the requirements and their ordering for a Software Requirements Specification in accordance
with |[EEE $td-830 is discussed.
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Executive Summary

Software requirements pecification isan important source of errorsin system devel opment (NUREG-0800,
USNRC, 1997c, p. A-7). A sgnificant proportion (if not the mgority) of al accidents in which software
wasinvolved could be traced to requirements flaws—that is, incomplete or wrong assumptions about how
the system operated. Not only do missing, inaccurate, or incomplete requirementslead to flawsin software
development, they dso prevent these flaws from being detected during verification and vaidation. For
example, functiond testing is based on the requirements, amissing or inaccurate requirement will therefore
not be detected. Structurd testing is based on the devel oped code; an ungtated requirement is unlikely to
be implemented and will therefore not be detected. Integration testing sometimes detects the omissionsor
inaccuracies, but more frequently it is only through falures in actud operation that these defects are made
manifest.

Thisisthefirg of two volumes. This volume contains guiddines for software requirements. The guidelines,
together with a methodology for their gpplication, are intended to provide reviewers with atool to assess
the correctness, completeness, and accuracy of requirements for safety-related digita systems.

The guiddlines address the following nine mgor aress.

I Conformance with the Sandard Review Plan (SRP) NUREG-0800: Specificaly, conformance
with the Review Process for Digitd Instrumentation Systems in Appendix 7.0-A, the Acceptance
Criteria for 1&C Systems Important to Safety in Appendix 7.1-A, the Guidance for Evauation of
Conformance with ANSI/IEEE Std. 279 in Appendix 7.1-B, and the Guidance for Evaluation of
Conformance with |[EEE Std. 603 in Appendix 7.1-C

Accuracy : Guiddines associated with numerica accuracy and including precison

Functionality: Guiddinesfor the specification of functions that must be performed for each mode of
operation with emphasis on completeness

Rdiability: Guidelines reated to system-level requirements for failure rates and recovery times

Robustness. Guiddines related to the specification of behavior of the software in the presence of
unexpected, incorrect, or anomalous and improper (1) input, (2) hardware behavior, or (3) software
execution

Maintainability: Guiddinesrelated to both online, in-service testing and diagnostics and to the means
by which the source code reduces the likelihood that faults will be introduced during changes made
after ddivery

viii



Security: Guidelines related to requirements of the software to detect, prevent, or mitigate threats,
including access control redtrictions

Timing: Guiddines related to functions that must operate within specific timing congraints

Human-Computer Interaction: Guidelinesrelated to software requirementsthat affect the operator
displays, annunciators, and controls

This organization was derived from the NRC Human Factors and Instrumentations and Control Branch

(HICB) Branch Technica Postion BTP-14. A set of checklists based on these topics and their ordering
for a Software Requirements Specification (SRS) in accordance with IEEE Std 830 is dso contained in

this report.

This second volume in this project contains a set of 45 failures that illustrate the need for and the
importance of specific requirements. Cross-reference tables link the requirements guiddinesto the
failure descriptions and the failure descriptions to the requirements guidelines.
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1. Introduction

This report provides guidance to the NRC for reviewing high-integrity software requirements documents
innuclear power plants. Theterm “requirements’ isused herein the same senseasacritical characteristic
in NUREG-0800 (USNRC, 1997¢).! Requirements specification and dlocation activities, particularly for
software, have proven to be an important source of errors in system development (NUREG-0800,
USNRC, 1997c, p. A-7). At least one author has unequivocally stated that the vast mgority of accidents
in which software was involved could be traced to requirements flaws—that is, incomplete or wrong
assumptions about how the system operated (Leveson, 1995, p. 359). Correction of requirements errors
can consume 25 to 40 percent of the project effort and budget (Leffingwell and Widrig, 1999). Not only
do missing, inaccurate, or incompl ete requirements|ead to flawsin software devel opment, they also prevent
these flaws from being detected during V& V. For example, functiond testing is based on the requirements;
a missing or inaccurate requirement will therefore not be detected. Structural testing is based on the
developed code; an ungtated requirement is unlikely to beimplemented and will therefore not be detected.
| ntegration testing sometimes detects the omissons or inaccuracies, but more frequently it is only through
faluresin actua operation that these defects are made manifest.

This report was prepared as an account of work sponsored by the Nuclear Regulatory Commission, an
agency of the United States government. Neither the United States government, nor any agency thereof, nor
any employee, makes any warranty, expressed or implied, or assumeslegd ligbility or responghility for any
information, gpparatus, product, or process disclosed in thisreport, or representsthat its use by athird party
would not infringe privately owned rights. The opinions, findings, conclusions, and recommendetions
expressed herein are those of the authors and do not necessarily reflect the views of the NRC.

1.1 Scope

This report focuses on software requirements and addresses Item 4 (Adequacy of System Functions and
Commitments) of the seven review requirements for digital systems listed in NUREG-0800 (USNRC,
1997c, Appendix 7.0-A, p. A-5). Issuesreated to design, implementation, verification and vaidation, and
the development process are covered in other industry standards and NRC reports (see referencelist). In
this document, these topics are covered only to the extent that they affect requirements.

This report contains guiddines and the technica basis for the review of software requirements for safety
systems and is written under the requirements of Contract NRC-04-00-037. The guidelines, together with

I Thedigtinction between arequirement and a characteristic in NUREG-0800 is that the former refers only to
afunctional attribute and the latter refersto afunctional attribute plus the additional attributes of robustness,

testability, and dependability. Our use of the term “requirement” reflects general usage in software development to
encompass these additional attributes.



amethodology for their application, areintended to provide reviewerswith atool to assessthe correctness,
completeness, and accuracy of requirements for safety-related digital systems.

1.2 Methodology of This Investigation

Thiswork is divided into the following two tasks:

1. Methodology for Specification Review: Attributesrelated to safety wereidentified in rdevant sandards
and the current literature. Table 1-1 lists the sources from which the mgority of the attributes were
extracted.

2. Catalog of Complex Software Failures Based on Fidld Data: In this task, we gathered accounts of
falures from avariety of sources. In some cases, the requirements of those systemswererevised asa

result of the andysis of the fallures.

The following subsections discuss the methodology in greeter detail.

1.2.1 Task 1 Methodology
In Task 1, generic attributes were defined through the following three-step process:
1. ldentify auseful classfication for top-level safety-related requirements.

2. ldentify lower-leve requirements from guidelines taken from computer systlems and generd systems
safety-related literature pertinent to software.

3. Rank guidelines by importance to safety to set review priorities.

The most gppropriate basis for the devel opment of the guideines was found in the Standard Review Plan,
SRP, (USNRC, 1997c) and in Branch Technica Position HICB-14 (USNRC, 1997a). Because the
objective of the SRP isthe system-leve review, some provisions had to be interpreted to be gpplicable for
the review environment of the current guiddine, which is software.

Once the top-level classfication guiddines were defined, the next step was to compile, edit, and classify
safety-related requirements from previous work. Table 1-1 lists the sources used for this work. They
include both NRC-suggested sources, aswell asother sourcesthat the authors consider significant to sefety.



Table 1-1. Sources Used for the Identification of Softwar e Safety Attributes

NUREG/CR-6680, “Review Templates for Computer Based Reactor Protection Systems,” (Johnson, 1998)

NUREG/GR-0019, “ Software Engineering Measures for Predicting Software Reliability in Safety Critical Systems,”
(Smidts, 2000)

NUREG-1709, “ Sel ection of Sample Rateand Computer Word Lengthin Digital I nstrumentation and Control Systems,”
(USNRC, 2000)

NUREG-0800, Standard Review Plan Chapter 7, “Instrumentation and Controls,” (USNRC, 1997c)

|EEE Std 830-1993, “I1EEE Recommended Practice for Software Requirements Specifications,”

Branch Technical Position HICB-14, “ Guidance on Software Reviewsfor Digital Computer-Based | nstrumentation and
Control Systems,” (USNRC, 19974)

Regulatory Guide1.172, " Software Requirements Specificationsfor Digital Computer Software Usedin Safety Systems
of Nuclear Power Plants,” (USNRC, 1997b)

NUREG/CR-6113, “Class 1E Digital System Studies,” (Hecht, 1993)

NUREG/CR-6293, “Verification and Validation Guidelines for High Integrity Systems,” (Hecht, 1995)

NUREG/CR-6101, “ Software Reliability and Safety in Nuclear Reactor Protection Systems,” (Lawrence, 1993)

NUREG/CR-6463, “Review Guidelines on Software Languages for Use in Nuclear Power Plant Safety Systems,”
(Hecht, 1996)

The guiddline ranking was performed using engineering judgment to the importance of each criterion in a
generic safety system. However, these should be considered representative rather than absol ute rankings.
The actud importance of the guiddineswill vary based on the functions, complexity, and architecture of the
actud systems. Thus, the user of this document should consder the guiddines in light of specific system
characterigtics.

1.2.2 Task 2 Methodology

InTask 2, we examined failure reports and other indirect accounts of failures, edited them, and related them
back to the requirements identified in Task 1. Table 1-2 shows the failure data sources used for this task.

Table 1-2. Failure Data Sourcesfor Validation of Attributes

Data Source System Char acteristics Period
Industrial Automation and Variousindustrial computing platformsincluding PLCs, PCs,
Control Mailing List and instrumentation buses. Mailing list on problems and 1995—present

i ssues.

Risksto the Public eectronic Compilation of accounts of failuresfrom avariety of
newsletter compiled by P. systems. Those used in this study include flight control and | 1986—present
Neumann, SRI (Neumann, 2001) ground transportation.
Eagle21 LERS Reactor safety system 1990—present
FAA failure reports Safety critical air traffic control systems 1995—present

Although many hundreds of failure reports were examined, only 45 were incdluded in the ligting of failures.
The criteriausad for incluson were:



a. Thefallure resulted from multiple causes (this was specified in the SOW).

b. The proper definition and implementation of a software requirement would have mitigated or
prevented the failure.

c. Thefalure had safety Sgnificance.

d. Thefailure was adequately documented to determine cause(s) and effect(s).

1.2.3 Technical Basis

Five criteria for a technica basis for the review of digital systems were defined in NUREG/CP-0136
(Bdtracchi, 1994, p. 39). Table 1-3 shows how these criteria have been addressed in this document.

The guidelines devel oped in thiswork provide abasisfor auditing software requirementsin safety systems,
but they are not exhaustive because they are written without knowledge of the specific systems and
environments to which they may be gpplied. Onthe other hand, not dl guiddinesincduded in thisdocument
may be applicable to a specific project because of the presence or absence of design constraints, the
specific functiona and performance characteristics of the system under devel opment, or other factors. Use
of these guiddines will assist auditorsin identifying problemsin the software pecification of safety systems,
but it does not guarantee that such problems can be completely diminated.

Systematic collection of reviewers comments on ease of use and results achieved with this edition of the
guiddines will facilitate periodic updating. Generation of these guiddinesis an empirical undertaking, and
iterative evduation is essentid for perfecting the review activities.



Table 1-3. Technical BasisCriteriaand How They Are Addressed

Technical Basis Criterion

How Addressed

1. Thetopic has been clearly
coupled to safe operations.

Therationale for each guideline has been stated in this document.

2. The scope of the topic isclearly
defined.

Section 1.1 describes the scope of safety system concerns.

3. A substantial body of
knowledge exists, and the
preponderance of the evidence
supports atechnical conclusion.

Extensive literature on systems safety and safety related to digital systems
has been reviewed and applied in this study.

Guidelines were reviewed by independent subject matter experts.

4. A repeatable method exists to
correlate relevant characteristics
with performance.

Thistopic isnot addressed in this document. Due to the paucity of failure
dataon digital nuclear safety systems and the rarity of eventsresultingin
challenges to such systems, arepeatable method for correlating the
identified attributes with safe operation is not possible at thistime.
However, we did include data from other systemsinvolving safety
significant failures where correct definition and implementation of
reguirements could have mitigated the impact.

5. A threshold for acceptance can
be established.

Thistopic isnot directly addressed in this study. The guidelinesidentify
qualitative attributes rather than quantitatively measurable parameters.
Substantial progressin research on the quantitative failure behavior of high
integrity software is necessary to formulate a threshold.

1.3 Contents Overview

The next chapter lists guideinesto eva uate the compl eteness of software requirements important to safety.
In that chapter the guidelines are arranged by topicslargdly derived from BTP-14. The conduct of areview
will be condrained by the structure and ordering of the requirements documentation, usudly intheform of
asoftware requirements specification (SRS). The methodology for conducting areview based on thetopics
of Chapter 2 within the framework of a typica SRS is discussed in Chapter 3. Chapter 4 is a brief
concluding section that aso contains recommendations for further research. Appendix A is a glossary of
sgnificant technica terminology used in this report, together with the source of the definitions. Appendix B
contains checkligts for applying the guidelines in a review. Appendix C summarizes the “Importance to

Safety” ratings and explainsthe rationde for their use. Appendix D links standards and related documents

to the guidelines. Appendix E presents the backgrounds of the authors and technical reviewers of this
document. Volume 2 ligs fallures of complex systems that relate to the requirements guiddines listed in

Chapter 2.




2. Review Guidelinesfor Safety and Safety-Related
Softwar e Requirements

This chapter describes guidelines for reviewers of requirements for safety and safety-related systems. The
guiddines described in this chapter are not requirementsin themsalves, but a description of what should be
included within the requirements. Although these guiddlines are specific to nuclear reactor safety systems,
they are generic in the sense that they are independent of the architecture and implementation.

The guiddines were defined hierarchicaly by subject. The choice of a hierarchy was determined by what
would be meaningful and relevant to NRC reviewersand licensees. Hence, the genera topic areasidentified
in NRC Divison of Reactor Controls and Human Factors, Instrumentation and Controls Branch (HICB),
Branch Technica Postion (BTP)-14 were used as a starting point and were elaborated, where necessary,
to the needs of software requirements. The end result includes nine top-level guiddine categories of which
the firgt contains requirements directly derived from the Standard Review Plan, while the latter eight cover
topicsin HICB BTP-14.

I Conformance with the Standard Review Plan (SRP) NUREG-0800: Specificadly, conformance
with the Review Process for Digitd Instrumentation Systems in Appendix 7.0-A, the Acceptance
Criteria for 1&C Systems Important to Safety in Appendix 7.1-A, the Guidance for Evauation of
Conformance with ANSI/IEEE Std. 279 in Appendix 7.1-B, and the Guidance for Evduation of
Conformance with IEEE Std. 603 in Appendix 7.1-C.

Accuracy : Guiddines associated with numerica accuracy and including precison

Functionality: Guiddinesfor the specification of functionsthat must be performed for each mode of
operation with emphasis on completeness

Reliability: Guiddinesrdated to system leve requirements for failure rates and recovery times

Robustness. Guiddines rdated to the specification of behavior of the software in the presence of
unexpected, incorrect, or anomalous and improper (1) input, (2) hardware behavior, or (3) software
execution

Maintainability: Guiddinesrdated to both online, in-service testing and diagnostics and to the means
by which the source code reduces the likelihood that faults will be introduced during changes made
after ddivery

Security: Guiddinesrelated to requirements of the software to detect, prevent, or mitigate threats,
including access control redrictions



I Timing: Guiddinesrdated to functions that must operate within specific timing condraints

I Human-Computer Interaction: Guidelinesrelated to software requirementsthat affect the operator
displays, annunciators, and controls

The relationship between these top-leve attributes and those defined in BTP-14 are shown in
Table 2-1.

Table 2-1. Relationship of Terminology Used Here and BTP-14 Ter minology

BTP-14 terminology Guideine Categoriesin This Report

[N/A] Conformance with NUREG-0800 Criteria
Accuracy Accuracy

Functiondity Functiondity

Rdliahility Rdiability

Robustness Robustness

Safety Safety

Security Security

Timing Timing

[N/A] Human-Computer Interaction

The following sections discuss each of these guiddine categories in gregter detall.
2.1 Conformance with the Standard Review Plan (SRP)
Importance to safety ranking: HIGH (al guiddinesin this section)

Software requirements should conform to the criteria specified in the SRP and the documents referenced
therein. Since these are system-level documents, the criteria (requirements) cannot be used directly for
software requirements. However, these criteriacan betailored. Thefollowing criteriafrom Appendix 7.1-B
(USNRC, 1997¢) have been modified in the following ways.

1. Completeness with respect to design basis: The software requirements should address dl system
functions dlocated to software from the design basis specified in Appendix 7.1-B as necessary to fulfill
the system’ ssafety intent. Examples of the need for this fundamenta requirement can be seenin Failure
Description Nos. 9 and 29.2 Neither one of these wasin an environment that invoked NUREG-0800.

2 See Volume 2 for all failure descriptions.



. Consistency: The software requirements should be internaly consstent and consstent with the design
bad's and the plant sefety andlys's, including the design basis event andyss (Chapter 15 of the Safety
Andyss Report); the mechanicad and dectricd system designs, and other plant system designs. Al
requirements should be traceable to criteria in IEEE Std 7-4.3.2-1993 and |IEEE Std 603-1991,
induding, most notably, thesinglefailure criterion. Requirements should aso be mutualy consistent with
respect to function, performance, security, and safety.

. Correctness. The software requirements should be technicadly accurate and up-to-date. The
correctness requirement is amplified in the discusson of precison in Section 2.2. An example of the
violaion of this seemingly most obvious of guidelines is shown in Fallure Description No. 5, where
incorrect system requirements resulted in the locking out of a backup diesel generator system in a
hospital. Description No. 26 discusses errors in a centralized British train status monitoring system.

. Traceability: All requirements should be tracegble to the system-level requirements, the system
architecture, and the software design. It should be possibleto trace the information in each requirement
back to the safety andyses (Chapter 15 of the SAR), plant system design documents, regulatory
requirements, gpplicant/licensee commitments, or other plant documents.

. Unambiguity: Theinformation provided in the software requirements, taken aone and in combination,
should have one and only one interpretation.

. Verifiability: The information provided in the software requirements should be stated or provided in
suchaway asto facilitate the establishment of verification criteriaand the performance of andysesand
reviews of the various safety systems. The information should include:

1 The means by which meeting the requirement is satisfied (test, analys's, demonstration of
executable requirements, ingpection, automated verification)

Acceptance criteria (data to be recorded, analysis procedures on the data, expected results)

Test procedures (including specification of data by which acceptance can be determined, test
configuration, data smulation and recording equipment, input vaue sets, limits, number of
repetitions, initia conditions, data rates, etc.)

7. Prioritization:  Software functions, operating procedures, input, and output should be classfied
according to thelr importance to safety. Requirementsimportant to safety should beidentified as such
inthe SRS. Theidentification of safety items should include safety analysisreport requirements, aswell
as abnorma conditions and events as described in Regulatory Guide 1.152 (USNRC, 1995).



2.2 Guidelines Related to Accuracy

This guiddineincludes attributes associ ated with numericad accuracy, precision, and range of sensor values,
actuator outputs, and internal variables. Accuracy and precision are important to safety when:

I Thresholds are gpproached.

The dgorithms result in taking a smdl difference between two large numbers.

The dgorithms can result in the possibility of a denominator being sufficiently close to zero to cause
an overflow condition in the safety system.

1 Iterative dgorithms can cause cumulative effects frominitidly smdl errors,

The rationde for inclusion of these guidelines is based on both existing standards and inherent attributes
of digital systems. SRP Appendix 7.1-B, Section 1 (referring to |IEEE Std. 279) requires, in part, the
identification of system accuracies, ranges, and rates of change of sensed variablesto be
accommodated. Consequences of improperly specified precision of input, output, and stored variables
include insufficient accuracy or resolution in the monitoring of plant parameters and resultant control (or
actuation of safety systems), improperly caculated results for display, or insufficient dynamic range for
variables resulting in overflow conditions with unpredictable results.

Accuracy and precison guiddines affect software requirements related to input and output variables,
variables sored interndly in the processor in which the software is executed, or dl of them. The
following subsections discuss these issues by generd attributes (affecting both input and output and
internally stored variables), input and output precision, and precison related to internaly stored
variables.

2.2.1 General Guidelines
Importance to safety ranking: HIGH (dl guiddinesin this section)

This section addresses attributes of requirements for accuracy that cover both input and output and stored
variables. These atributesinclude:



Explicit precision definition: Precison requirements should be stated explicitly and numericdly for
all input, output, and internd variables in terms of both relative vaues (e.g., 0.1%) and storage Sze
(e.g., 16 hits). These requirements should be based on an andyss of the underlying physcd
processes, as well as the attributes of the hardware involved in the sensing, conversion, transmission,
and storage of such variables (from the system-leve requirements and hardware specifications). The
requirements should explicitly identify the minimum precison necessary for the execution of dgorithms
under dl possble conditions (including spurious instrumentation readings). In some cases, the
precision requirements may be implemented (programmed) by defining data types or by usng the
defaults within the runtime environment (including hardware and software), effectivey making an
impliat definition of precison requirements. However, an explicit satement of requirements is
necessary in order to dlow for subsequent V&V activities to ensure that each variable meets the
minimum required precison, even if they areimplicitly defined using generd type definitions.

Explicit upper and lower bounds definition: Requirements should identify upper and lower bounds
for each processvariable and parameter. For variables associated with physica measurements, upper
and lower bounds should be set on the basis of what could conceivably be encountered by the digita
control system, rather than what the physica limitsmight be. Setting ranges on variables can facilitate
early detection of computing anomalies (e.g., a temperature, flow rate, or pressure reading being
negative). An example, reported in Failure Description No. 12, was the GPSrollover that occurred
in August 1999. The nature of the problem was that the date was stored as afixed width integer and
the softwarein the satellites clocks had been configured to ded with 1024 weeks. Consequently, on
22 August 1999 (whichis week 1025), some GPS receivers reverted to week one (i.e., 6 January
1980).

Ensure data types appropriateto the variables: A reviewer of requirements should ensure that the
appropriate data type has been selected for each process variable. For example, fixed or floating
point data types should not be used for integer quantities(e.g., counters) or discrete (on/off) sensors
or actuators. Lack of requirementsto ensure the use of gppropriate datatypes may have contributed
to the decimalization error reported in Failure Description No. 2 (see 2.1-3 above)

10



2.2.2 Specification of Physical Input and Output Quantity Accuracy

Importance to safety ranking: HIGH (al guiddinesin this section)

These guidelines relate to requirements that define the specification of input and output quantities. Where
the output of one agorithm becomes the input of another, the cumulative effect of error build-up must be
consdered. A/D precison reatesto the precision of inputsfrom sensors and outputsto actuators. Precison
requirements arise out of NUREG-0800 App. 7.1-C, Section 5, that statesthat safety systemsshall “...with
precison and rdiability maintain plant parameters...”

1

There must be consistency with hardware capacities. Precision requirements must be consstent
with the congtraints imposed by word length, least Significant bit error, and headroom (defined under
Item 2) for each input and output quantity. For quantitiesthat are input and output directly tothe & C
system, word length is governed not by the CPU, but by the andog to digital converters that handle
the sensor and transducer values. Asaresult, aleast sgnificant bit (LSB) error of haf of the lowest bit
is introduced. In addition, plant signds pass through a variety of eectrica interfaces. The measured
vaue may aso be affected by power fluctuations and e ectromagnetic interference. The resulting error
may affect the lowest two or three bits of the converted vaue.

The quantity “dynamic range’ can be used as a measure of consstency of the software requirements
with the capabilities of the underlying hardware. It is defined by the following relation.®

Dynamic Range=(2"- 1) / LSB Error

Accuracy requirementsfor monitoring and controlling the process must not be greater than the
resolution capabilities of the hardware and must allow for headroom: Resolution describes the
minimum error. The resolution should be sufficient such that setpoints, comparisons, and cdibrations
meet the criteriaand system requirementsimposed by safety consderations, e. g., the ability to specify
atrip vaue that assures that the technical specification is adhered to.

Resolutionis the inherent error smply in the process of transforming a continuous andlog Sgnd into a
dair-gep digitd sgnd. The sze of these steps should be such that the inherent linearity error does not
ggnificantly affect the process outcome. Resolution is determined by thefollowing relation (NUREG-
1709, USNRC, 2000):

Resolution = Range/ (2" - 1)

3 In the following equationsn refers to the number of bitsin the computer word (word length).
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The range should be defined in congderation of both the anticipated maximum physica range of the
measured quantity and additiona “headroom” that will be necessary to encounter system upsets, noise,
or other anomdlies. “Headroom” isthe ability of the A/D converter to represent anal og vaues beyond
the normal operating range. For example, for anticipated maximum physica rangeof 10V andan A/D
word length of 20 bits, the resolution would be 10 V/(2%°-1), or 9.54 iV. However, the anticipated
headroom might double the range, so that the minimum sensed resolution would have to be limited to
19.11V.

. Accuracy requirements must account for conversion errors. The precision required for operation
of the & C function should not be greater than the maximum errorswithin the A/D conversion. Factors
affecting A/D conversion (in addition to the errors discussed above) include:

I Linearity error isthe maximum deviation of the A/D converter fromtheided to the actud
across the range of the A/D converter. A second type of linearity error, dynamic non-
linearity, or DNL, reflects the maximum deviation in going from one step to the other and
may be quite significant where measurements are being done on the difference between
vaues (eg., flux leve changes).

Gain error is the deviation between the full scale actud change in the input Sgnd and the
output of the A/D converter.

Offset error isaconggent shift (higher or lower) between dl vaues of the A/D converter
and the input value.

Non-monotonicity is the deviation of the direction (Sgn) of the A/D converson reldive to
achange in the input sgnd (i.e., decreasing when the input sgnd is increasing or increasing
when the Sgnd is decreaang).

Missing code is adeviation of the A/D conversionin which one or more increments of the
input signd are not reflected in the A/D outpt.

A conservative way of accounting for al of these errorsisto sum their absolute values. The sum of dll
such errors should be less than that required for acceptable operation of the 1& C function for each.

. Accuracy requirements should reflect the presence and characteristics of anti-aliasing filters:

Anti-aliagng filters can either increase or reduce the accuracy of the signals, depending on the signal
gpectrum and the filter characteristics. Further information on this subject can be found in NUREG-
1709 (USNRC, 2000).
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5. Accuracy requirements should properly reflect the accuracy and bias of the sensors and
actuators: The requirements and agorithms should not depend on data precision thet is any grester
than the capability of the sensors from which the data are derived, and the safety of the plant should
not require outputs to be any more accurate than that which actuators are capable of delivering.

Items that affect thelimits of input precision datainclude (NUREG/CR-6101, Lawrence, 1993, p. 72):

Sensor maximum range and anticipated headroom requirements for sensor signals (see above)
Units of measurement

Error bounds on sensor measurement

Cdiibration accuracy, including hysteresis and non-linearity of andlog sgnds

Repesatability of andog Sgnds

Temperature sengtivity

Drift

Power supply variations

Conversgon dgorithms

Items that affect the limits of output precison include:

Actuator or display device maximum range of vaues
Units of measurement of actuator or display device
Resolution of actuator or display device

Conversion properties if actuator isanaog
Cadlibration accuracy of actuator

Repegtability

Temperature senstivity

Power supply variations

2.2.3 Internal Accuracy
Importance to safety ranking: HIGH (al guidelinesin this section)

Internd accuracy refersto the precison of process parameters and derived quantities within the memory
of the computer that is monitoring or controlling the process.
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1. Requirementsfor fixed point variables should be set to eliminate the possibility of truncation,
round-off errors, and overflow errors. Computers speciaized for process control (e.g., PLCs)
frequently use fixed point representations for storage of variables and fixed point arithmetic for
manipulation of such parameters. Numbers represented as fixed can be stored as signed fractions
(Smmmmmmmm) in 8-, 16-, or 32-bit storage locations (NUREG/CR-6463, Hecht, 1996, p. 5-9).
This representation ensures that multiplication will not result in overflow (the product of such a
multiplicationisaways smaller than each of the multiplicands). However, it can result in truncation error
or round-off error asthe least sgnificant bits are eiminated. Ignoring round-off and truncation errors
can have two consequences:. (1) Such errors can result in aloss of precision in the displayed or
monitored parameter; and (2) Such errors can cause oscillation in closed loop control systems because
the control error (the difference between the measured vaue and the control setpoint) isinaccurately
represented and the output Signd is either set too high or too low, depending on the error.

On the other hand, the addition of two numbers, each of which is greater than 0.5, can result in an
overflow condition in which the mogt sgnificant bit is ignored. Undetected overflow errors can result
inspikes, called overflow noise (NUREG-1709, USNRC, 2000, p. 27), at theoutput of adigital I&C
sysem.

Truncation, round-off, and overflow errors are eiminated by scding (i.e., multiplying by a congant
less than 1) the variables gppropriately such that the products are not too small and the sums are
not too large. However, it isimportant to ensure that this scaling does not impact the precison and
dynamic range necessary to perform the control or monitoring function. Another gpproach isto
select contral dgorithms that minimize the effects of round-off and truncation.

2. Requirementsfor floating point operations should be set to ensure sufficient precision: Round-off
and truncation errors are possible in arithmetic operations when quantities are represented as floating
point numbers, particularly when there is alarge magnitude difference in the operands. Most current
computers have a floating point processor that conforms to the IEEE 754 (1985) floating point
standard. Its single precison specification alows for only 7 decimd digit precison in the mantissa
(NUREG 1709,.USNRC, 2000, p. 27). The double precision standard alows for 15 decimad digits
of precison in the mantissa. When referring to the | EEE standard, the requirements should be explicit
about which precisonisbeing used. In specia purpose processors, such as those that are found in
some PL Csand other embedded systems, the precision may belower. The requirements should reflect
the limitations of such processors.
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3. Requirements should be set for precision in type conversions. Requirements should specify the

precison-related conversion between data types, particularly between fixed point and floating point
forms. For example, if the floating point representation becomes too large, scaling might cause aloss
of precison needed to evauate an input or to output a result. If the scaling is not proper, thereis a
possihility of overflow if the floating point vaue is too large. Such type conversons have been
implicated in two high-vishility rocket accidents: the failure of a U.S. Patriot missile to intercept an
Iragi-launched Scud missile during the Gulf War; and the falure of the Ariane 5 launch vehide during
its maiden flight (GAQO, 1992; SIAM, 1996).

2.3 Guidelines Related to Functionality

Guiddinesin this sectiondiscuss requirements rel ated to compl eteness of the specification of functionsthat
mugt be performed for each mode of operation. Thefirst subsection identifiesgenera guiddines(i.e., those
common to al phases of system operation). The following three subsections cover initiaization, input and
output, and processing.

2.3.1 General Guidelines

Importance to safety ranking: HIGH (dl guiddinesin this section)

1.

3.

Compl etedefinition of the hardwar e and softwar e runtime environment: The requirementsshould
describe dl aspects of the software runtime and the physicad/operaiond environment. Failure
Description No. 1 is an example of how a control system mafunctioned because of the incomplete
definition of the hardware and software environment in the requirements. Fortunately, the consequences
inthis casewereminor. However, Failure Description No. 22 wasless benign. The release mechanism
on afighter arcraft was not inhibited whenthe aircraft was upside down, thereby dlowing the pilot to
release bombs or fud tanks that would have destroyed the aircraft.

Complete definition of the design basis: Asaminimum, each of the desgn bas's aspects identified
in SRP Appendix 7.1-B, Section 1, should be addressed. These are:

I Completeness I Traceability
I Consistency I Unambiguity
I Correctness 1 Verifiability

Traceabilityto systemrequirements: The software requirements must be consistent with the system
requirements and overarching design bag's, including consistency with the mechanical and dectrica
system designs and other plant system designs.
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4. Functional completeness of software requirements: All functionsthat are allocated to software from
the system requirements should be documented in the software requirements. For such functions, the
software requirements should cover dl operations necessary to fulfill the system’s safety intent.
Information provided for each software requirements should be sufficient to enable the design, coding,
and integration of thefunction to be carried out. Theimportance of thisprovisonisillustrated in severd
falure descriptions for nuclear power plants (FD 0033, 0040, 0042, and 0044). The common thread
inthese eventswaslack of acompletelisting of dl requirements and consequent inability to test for the
presence of al required functions. A contributing factor in some of these events was the deletion of
functions during maintenance, which aso could have been avoided by accessing a list of required
functions.

5. Unambiguity: The software requirements, taken adone and in combination, should have one and only
oneinterpretation.

6. Operating Modes: Requirements for software should cover al operating modes. The software
requirements should a so specify what mode trangtions are alowed and under what circumstancesthey
are prohibited. Such requirements will be reflected in:

Permissves
Interlocks
Resets
Redtarts

Failure Description No. 6 illustrates how alack of consdering the * clutch down” mode caused a
potentialy very hazardous condition in Saturn automobiles. Fallure Description No. 21, inwhich a
test pilot was able to retract the landing gear while the test aircraft was parked, is an example of
inadequate pecification of requirements for interlocks in al operating modes.

2.3.2 Initialization
Importance to safety ranking: HIGH (al guiddinesin this section)

1. Sartup into safe state: Requirements should specify that the sysem shdl beinitidized into asafe sae
and any additiona detail to support this requirement. A safe State is an operationa state in which the
reactor systlem will not cause injury or damage in the presence or asence of positive control. The
absence of the definition of a safe state in which the software begins operation could result in
unanticipated computer-initiated actions, in turn resulting in unstabl e operation. There can be more than
one safe date, and requirements should identify the one that isto be sdected under given conditions.
Requirements for system startup should specify:
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Initidization vaues of dl varidbles

Synchronization of time and replicated vaues

Items to be logged and recorded upon startup

Check or setup interlocks and permissives

Initialization monitoring and diagnogtics

Sequence of software and other processing at startup

States to avoid

Means of ensuring that startup does not induce transients or exacerbate transents
dready underway at the time of Sartup

Differencesin the startup sequence from a*“cold start” and arestart after
interruption of operations

Re-initidization operations if the computer remains operationa but the 1/0 interface
falsand isrestarted

Differencesin the startup sequence from a*“cold start” and arestart after
interruption of operations

Re-initidization operations if the computer remains operationa but the 1/0 interface
falsand isrestarted

These requirements should include failure indications (including time-outs) and the course of action
to be taken for each failure indication. The requirements should specify that an initidization falure
will not result in an unsafe system Sete.

2. Startup fromreset, degraded, or failed state: Requirements should soecify the course of initidization
(including dl items identified above) when initidization occurs from areset, degraded, or failed state.
Failure Description No. 31, asecurity computer failure, is an example. Response times and trangition
times should be included for dl significant steps in the sequence.

3. System response to input during non-operational status: Requirements should specify that the
system shdl not cause any unsafe conditions when not operating.

4. Allowable transitions to and from degraded states: The system requirements should specify how
trangtions will be made between dl partidly operational (degraded) states to a stable safe state.
Response times and trangtion times should be included for al significant steps in the sequence. Such
trangtions include reset and termination.

2.3.3 Input and Output

Importance to safety ranking: HIGH (al guideinesin this section)
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1. Completeness of each parameter description: Requirements should completely identify each process
parameter including P&ID identification (“tag”), instrument type, input sgnd type (continuous or
discrete), precison-related quantities (range, headroom, resolution, eic.; see section 2.2), and
anticipated off-norma conditions and system responses. Adequately addressing this guideline may be
complex. Failure Description No. 3 discusses how a barricade control system malfunctioned twice
within two years, resulting in injuries. A requirement for handling off-norma conditions should have
been formulated after the first event.

2. Completeness of parameter (process variables) list: All informationfrom the parameters should be
referenced (i.e., utilized) in the specification, and adl essentid parameters from the system specification
should appear in the parameter list. The absence of complete correspondence may be an indication of
missng requirements. The SRP Appendix 7.1-B, Section 1, requires in part the identification of
variables that are monitored in order to provide protective action. The tablesin Sections 7.2 and 7.3
of the SAR should providethisinformation. SRP Appendix 7.1-B aso requiresthe identification of the
minimum number and location of sensors for those parameters that have a spatiad dependence. In the
course of reviewing software requirements, it should be demongtrated that datafrom al sensors needed
for monitoring and control of safety functions are identified and the number and location of sensed
parameters is adequate.

3. Permissive parameters. Permissve parameters should be utilized only in the manner identified in the
system specification.

4. ldentification of measurement locations. The requirements should address the identification of
measurement locations and how they are to be handled in the processing.

5. Specification of hardware dependencies: The requirements documents should explictly identify dl
hardware dependencies and minimum requirements. This gpplies specifically where the software
functions require specific inputs to “ data highway” interfaces, discretesat 10V, TTL discretesa TTL
voltage, A/D interfaces, and D/A interfaces, dl of which must be supported by the hardware computing
platform.

6. Bypass: Requirements should clearly identify how the software will meet the mandate of 10 CFR
50.34(f)(2)(v) that requires that the & C system provide for an automatic indication of bypassed and
operable status of reactor systems. Requirements should also specify how the safety function will
operate in the presence of bypasses, and how bypasses will be monitored and reported.

2.3.4 Processing

Importance to safety ranking: HIGH (al guideinesin this section)
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1. Completeness of requirements specifying action for a single condition: The requirements should
cover dl posshlevauesof avariable used in evauating acondition. For example, if athreshold isbeing
used to determine whether a safety action should be taken, the requirements should indicate what
happens when the parameter is a lessthan the threshold vaue, at the threshold value, and greater than
the threshold vaue. If the requirements specify three or more different actions or statesfor that variable,
the requirements should indicate what is to happen when the variable is below, at, and above the
threshold for each of those states. As a check on the completeness of the requirements, it should be
possible to determine what will happen to the varigble a any point over the entire range of vaues for
that variable. Failure Description No. 7 demongtrates a classic case of a“fencepost” error, in which
arequirement expressed asa” greater than” should have asoincluded “equd.” Thisrequirementserror
was reveded in an e-commerce context, where the consequences were not severe.

2. Completeness of requirements specifying multiple conditions: Any requirement containing multiple
logical conditions that are used for a decision purpose should be checked with respect to any subset
of these component conditions. For example, if there is a condition with two parameters, then the
requirements should indicate what happens when either parameter is at the threshold and another is
below, both parameters are at the threshold, either parameter is above the threshold and the second
isa the threshold, either parameter is below the threshold, and the second is above the threshold, and
both parameters are above the threshold. Failure Description No. 6 relatesto an automobile overspeed
prevention system that caused the engine to stop when the clutch was disengaged. The proper response
was to dow down the engine (which did happen when the clutch was engaged). Tables in which
columns specify the conditions and rows specify the vaues for variables are sometimes useful for
expressing such requirements.

3. Completeness of the requirementsin specifying the transition fromthe transient to a safe state
for each set of conditions (relating or describing a system state) and defining a safe state: The
requirements should completely indicate the sequence of actions to restore the system to a safe state
for each set of parameters outside of the threshold values.

4. Non-ambiguity of processing: Thereshould be only one sequence of actionsfor each state trangtion.

5. Accounting for spatial dependency: Where multiple sensors are used a different locations, the
software requirements should explicitly identify the effect (if any) of spatid dependency. Thisis of
particular importance for core power sensing devices such as flux monitors.

6. Auxiliary feedwater system control software requirements. The software requirements should be

traceable to BTP HICB-4, which provides guidance on the falures and mafunctions that initiate and
control auxiliary feedwater systems.
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7. Reactor protection system software requirements: The software requirements should betracegble
to BTP HICB-5, which provides guidance on conditions requiring protective action. The malfunctions
and resultant software reguirements should be traceable to control system failure modes described in
Section 7.7 of the SAR and the reactivity control interlock functions described in Section 7.6 of the
SAR

8. Software requirements and setpoints: Setpoints are the levels of monitored parameters that define
the onset of unsafe conditions (setpoint), and limits are level sthat require protective action (safety limit,
i.e.,, value assumed in the safety andlyss) for each variable. The software requirements should address
the margin that exists between operating limits and setpoints, such that (a) alow probability existsfor
inadvertent actuation of the system, and (b) the systlem will be actuated when required. BTP HICB-12
provides guidance on the establishment of safety system setpoints. BTP HICB-6 provides specific
guidance for determining if the timing margins for changeover frominjection to recirculation mode are
aufficient to dlow manud initiation of the trangtion.

9. Manual controls: SRP Appendix 7.1-B requiresmanud initiation of al plant protective functions. The
software requirements should dlow for amanual initiation, they should dlow for aninterruption of those
functions that can be interrupted when such an initiation occurs, and they should address how
previoudy initiated functionsthat are uninterruptiblewill be handled when amanua intervention occurs.
Failure Description No. 5 is an example of inadequately specified manua control requirements. An
operating theater was left dark because there was no way to activate the backup power as aresult of
an outage.

2.4 Guidelines Related to Reliability

Rdiauility is defined dternatively as the predictable and consistent performance of the software under
conditions specified in the design basis (SRP Appendix 7.1-B, Section 1) or the probability of successful
operdtion over agiven timeinterva (IEEE Std. 100-1977). The firs definition is quditative, and as such,
it is related to either development process issues or product qualities (possibly controlled by the
development process) such as robustness and specificity and completeness. The latter are covered in
separate headings of this report and the development processis outside the scope of this document.

The second definition of reliability, however, is not covered under any other heading and yet is ardevant
requirements issue. In the smplest case, quantitative requirements for individua channd rdiability can be
used to obtain high assurance that at least the minimum required number of channes will be operative a
al times. The risk-informed approach specified in Regulatory Guide 1.174 aso depends on quantitative
religbility specificationsfor al partsof the system, including software. Regulatory Guide 1.174 gatesin part:
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The use of PRA technology should be increased in dl regulatory matters to the extent
supported by the state of the art in PRA methods and data in a manner that complements
the NRC' s deterministic approach and supports the NRC' s traditiona defense-in-depth

philosophy.

Theremay be grester emphasison quantitative reiability requirementsfor software—particularly for COTS
or PDS—where there is an operationd history that can be used to substantiate conformance with the
requirement.

IEEE Std. 7-4.3.2-1993 specifies that where quantitative requirements for system rdiability involve
software, quantitative requirements should be specified for both the hardwareand the software. Software
religbility requirements are derived from the system architecture and redundancy. Origindly, redundancy
was implemented as sense and command channdls with voting e ements attached to execute eements
(actuators) in the manner conceived of by IEEE Std 603-1991. This architecture had a relatively smdl

impact on the gpplication software level. However, with the advent of more sophisticated instrumentation
buses, greater architecturd flexibility was possible through the ditribution of multiple channels of sensor
sgndsto multiple processors. Architectures such as active/standby redundancy wereintroduced for PLCs
(EPRI, 1996, p. 1-8). These architectures will have animpact on the alocated rdiability requirementsfor
the congtituent software componentsthat are given atota system-leve requirement. In setting quantitative
religbility requirements for redundant components, reliability requirements for individua software
components can be alocated properly if thefollowing are gppropriately accounted for (Hecht, 1997; Tang,

1995).The following excerpts from Regulatory Guide 1.152 are pertinent:

The [NRC] staff does not endorse the concept of quantitative reliability asthe sole means
of meeting the Commission’sregulationsfor reiability of digita computers used in safety
systems. The NRC gaff’ s acceptance of reiability of the computer system is based on
determinidic criteria for both the hardware and software rather than on quantitative

rdlihility gods

9. Correlated failure probability: When redundant channds are being used to perform asafety function,
the reliability or probability of successon demand islimited by thelikelihood of multiple channelsfailing
amultaneoudy dueto asingle event that affects multiple channels. There are severd typesof correlated
fallures, induding common mode failuresinwhich multiple channdssmultaneoudy fail inthe sameway
(e.g., asoftware “crash”); common cause falures, in which multiple failures in different channels can
be attributed to a single event (e.g., an out-of-range or unexpected vaue that the software exception
handling capability does not adequately address); or both a common cause/common mode falure
(frequently referred to amply as a *common mode falure’), in which a single initiaing event causes
multiple channdsto fail in the same manner by the same cause. Requirements for maximum acceptable
correlated failure probability should be defined for the software and verified through an assessment of
testing and, where possible, comparable operationa results. Methods for a measurement-based
assessment of correlated failures are discussed in references by Tang (Tang, 1995) and Hecht (Hecht,
1997 and 2000).
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10.

Importance to safety of above guiddine HIGH

Detection probability: Where active/standby redundancy is used and the reliability of system
operation depends in part upon the ability of a falled software component to restart and resume
operation as part of the system, afailure detection probability should be specified. Two quditatively
different detection probabilities are gpplicable:

Plant conditions. Detection of off-norma conditions within the plant that require sysem
intervention—thisis a functiond requirement and is conditiona on the system being operable.

System failure conditions: Detection of conditions within the system resulting in the need for
reconfiguration and recovery—this detection probability relatesto the likelihood that the software
will be able to detect and initiate recovery from such conditions.

Failure Description No. 19, inwhich dl contral circuit cards failed smultaneoudy due to eectrostatic
discharge, is an example of a corrdaed falure (in this case a common cause falure).

Importance to safety of above guiddine HIGH

Recovery probability: Where active/standby redundancy is used, and the religbility of system
operation depends in part upon the ability of a faled software component to restart and resume
operation as part of the system, a recovery probability should be specified and should be verifigble.
The recovery probability should be such that the system will be able to meet its overdl requirements
of reliability or probability of success on demand. Recovery probabilities should be specified for dl
anticipated operating modes of the system and for al anticipated failures that are to be detected.

Importance to safety of above guiddine HIGH

Recovery time: Recovery time relates to the time needed for the system to return to operation after
a falure. This is digtinct from response time, which is discussed below. When the recovery time
requirement is less than the response time, then the system can be considered to have faled
transparently, that is, without any impact on the syslem. However, even when the recovery timeis
greater than the response time, there is still a benefit as a restored system will be able to resume
functioning (or provide a greater level of redundancy). Recovery time requirements (together with
confidence limits) should be specified for al anticipated failure modes.

Importance to safety of above guideline HIGH
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3. Failure Rates: Requirements for fallure rates are of particular importance for the underlying
“platform” software, including operating systems, data acquisition, communications, and related
functions. Such software is often reused or “off-the-shelf,” and previous operating history can be
used to verify conformance with failure rate requirements. Failure Description Nos. 14 and 17 are
examples of “crash” failures that could be used, together with information on the operating time, to
determine the failure rate and hence reliability as part of alarger model. The use of prior operating
data requires evauation of the run-time environment and al conditions of use. Failure Description
No. 27, describing an outage of the NASDAQ computer system, aso indicates the generd
importance of quantitative information on religbility and availability for critical systems.

Importance to safety of above guidelinee MEDIUM

4. Degraded Operation: Requirements for operation in adegraded state should beidentified wherethis
is gppropriate. Key functions that must remain operationa in the degraded state must be identified. A
time limit for operation in the degraded state may have to be specified.

Importance to safety of above guidelinee MEDIUM

Enhancements in processor and network speed will encourage theintroduction of lower-cost, generd
purpose ruggedized embedded computers and PDS operating system components with operating
higtories into safety systems. For such systems, assessing conformance with reliability and related
requirements can be achieved in part by eva uating the operating history. For such evauations, not only
the mean vaue of the rdiability-related quantities, but aso the upper and lower confidence bounds are
important and should be specified in the requirements. Animportant purpose of the confidenceintervas
isto distinguish between amean obtained from afew observations (wide confidenceintervas) and one
obtained from many observations (narrow confidence intervas, particularly if most of the results are
inacloserange).

Smilaly, when eva uation of parameters such as detection and recovery probability are based on test
data, upper and lower confidence limits should also be specified. For example, adetection probability
shoud be dated in terms of “a minimum probability of detection of 0.99 a the 95% leve of
confidence.” A requirement stated in such a manner dlows a test plan to be developed, and dlows
quantitative reliability-related software requirements to be verified. The confidence level for each
quantity should be developed based on the system safety analysis and the design basis of the SAR.

As such systems are placed into operation, it is possible to refine estimates of reliability with actud
experience. Approaches can include both conventiona and Bayes an methods (Hecht, 1997; Bouissou,
1999). The resulting refinements can benefit requirements for system upgrades or additiond
goplications of the same technology.

23



2.5 Guidelines Related to Robustness
Importance to safety ranking: HIGH (al guiddinesin this section)

Robustness guidelines cover requirements related to behavior of the software in the presence of
unexpected, incorrect, anomalous, and improper input; hardware behavior; or behavior of other software
components. Of particular concern isthe behavior of the software in the presence of unexpectedly high or
low rates of message traffic. Requirements for fault tolerance and failure modes should be fully specified
for each operating mode as part of the system level design (and derived from the design basis). Software
requirements for handling both design basis hardware and software failures should be provided, including
requirements for detection of and recovery from computer system failures. Failure detection can comprise
up to 80% of the system (including the software), and thusthe robustness of the failure detection provisions
needs careful review. The topics of Section 2.5.1, particularly those dealing with exception and error
handling and with the independence (from the monitored system) of fallure detection and recovery
provisons, are related to this topic. The first subsection lists guidelines common to al aspects of system
operation, the second lists guidelines related to input, the third covers processing, and the find section
covers output.

2.5.1 General Guidelines

1. Requirements for software exceptions and error handling: Requirements should identify dl
foreseeable exceptions and system errors and specify how they are handled (detection, damage
confinement, and recovery). Requirements should be traceableto safety analyses, FMECAS, or other
parts of the design basis to indicate 1& C failures that would generate system exceptions (e.g., 1&C
interface noise, data corruption, data overloads, power failures) and should state how they would be
handled. Requirements for handling of such exceptions may include:

Fail stop: When software encounters an error or exception condition, it stopsingtantly and

causes dl output registers to be flushed and the channd to be shut down without output of

any sgnd. If such requirements are in place, there should be other means of mitigating a
common software failure (e.g., diverse means of achieving the function).

“Lifeboat” or alternate routine: When the software exception is encountered, the
software switches to a diverse dternate routine that allows for graceful shutdown to a safe
gate or minima functioning.

Restart: Thisissmilar to afall sop, except that the software may restart. Requirements for
a“clean” shutdown and reset also need to be established (see below).
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Additiona anayses of the computer system itself should be performed to indicate the anticipated
failure modes, resultant failure conditions, and exceptions generated as a result of these failure
conditions, and the state of the system after the exceptions. Anaysis techniques such as the Fallure
Modes and Effects Analysis (FMEA) can be used for this purpose.* Dynamic anayses can be run
with “hardware in the loop” or with computer, sensor and plant models. In the latter case the
vaidation of models used to support analysesis required. Failure Description 15 is an example of
“cragh” fallures that might have been avoided had better requirements been defined for exception
handling. Failure Description No. 19 is a hardware anaog to inadequate exception handling, in
which the failure condition defeated the massve redundancy that wasingaled.

2. Requirementsfor independence of failure detection and recovery mechanisms All sefety sysems
should include requirements for independence of dl interna detection and recovery mechanismsfrom
those of the monitored system. Independence does not, by itsdf, guarantee safety, but it removesthe
possibility that asingle fault disables both the monitored system and the recovery provisions. Failure
detectionand recovery provisons must, dmost by definition, operatein less predictable environments
than the monitored system and the review must establish that verifiable requirements for meeting the
fallure detection and recovery objectives exist (see Section 2.5.2-2.5.4). Examples of independence
requirements are:

If awatchdog timer isused, that watchdog timer should not use the same time source asthe
CPU clock.

If communication of heartbesats and checkpointsis used as part of the fault tolerance design
of an active/standby system, then the communication channel over which those recovery
criticd data are transferred should not be the same as the normal data channel.

If communications with externd systems are required, then both system and software requirements
should specify redundancy, as well as protocols to be used for redundant message channels. The
sarvice interruptionsin Failure Description Nos. 15 and 16 might have been mitigated by the
existence of requirements for redundancy in both the communication channds and the software to
utilize them gppropriately.

3. Active/standby software requirements. As noted in the section on religbility guiddines, redundant
computing is increasingly based on an active/standby design, rather than the passive redundancy of
systems that were designed using voting redundancy. Where such systems are used, requirements
should be in place to completely address the following issues:

4 The FMEA is defined by MIL-STD-1629. A description of the application of thistechnique to digital systems
can be found in multiple works (e.g., Leveson, 1995; Lutz, 1999).
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Periodic status monitoring (*heartbeets’): This should include the length of the period
(relative to the required response and recovery times), the consequences of missed
heartbesats, protocols for avoiding spurious recovery, and time synchronization.

Data consstency: Active/standby systems have separate replicated data storesthat must be
kept synchronized and cons stent. Requirements should addresswhat data are updated, the
update frequency, how loss of consstency is detected, and protocols for restoring
conggtency after it islog.

Switchover protocols: Requirements should explicitly address how the standby becomes
active, including shutting down the previoudy active node to prevent spurious Sgnds from
being tranamitted into the plant.

2.5.2 Input Processing

1. Handling of input and output har dwar e and communication failures: NUREG-0800 requiresthat
the design of an I&C system be such that dl failures result in the system trangitioning into another
operationaly acceptable or non-operationd safe statein the presence of any losses of system integrity.
This requirement should be reflected in software requirements. As suggested in NUREG-0800
Appendix 7.1-B (p. B-7), assessment of the completeness and correctness of these robustness
requirements can be performed with the help of a Fallure Modes and Effects Analyss (FMEA).
Related software requirements include:

Minimum data required for safe operation of a function: Requirements should specify
the minimum set of data and associated accuracies that are required for operation of the
safety function. The requirements should specify () what actions should be taken if the
minimum data requirements are not met, (b) the maximum alowable time duration for faling
below a minimum data leve, and (c) the maximum dlowable rate of interruptions. These
requirements should have references to external documentation in the design basis or
elsawhere for subgtantiation.

Minimumoperational configuration: Requirementsshoul d specify theminimumoperaiond

configuration of the digitd control system for each function and how it trangtions from other
degraded sates to the minimum operationa configuration.

26



Handling of sensor failures: Software requirements should specify how the softwareisable
to detect the failure of sensors—both those that are detected and “announced” by existing
survelllance and diagnostics provisons (see the section on maintainability) and thosethat are
not. The latter category requires additiond logic and functiondity that should be specified in
the requirements. For example, software to provide loss of flow protectionwould normally
deriveitssgna from flow sensors. However, the sensorsmay fail “slently” and, in particular,
may give anindication of anorma flow when, in fact, there is none (this failure mode should
gppear in an FMEA). In order to handle this failure mode, requirements should be defined
to look at indirect measurements such as pump speed, pressure, leve, or temperature.

Theimportance of handling sensor falures can be seen in Failure Description No. 3, in which a gate
failed to properly function dueto sensor failures. Theresult wasinjury. ailure Description No. 4 shows
how back-up provisonsfor amgor communication network overlooked asingle point faillure condition
that affected al channdls. In several automatic commuter train door failures (Failure Description Nos.
28, and 29 are the most obvious ones), the results varied from benign to fatd because of afalure to
account for theinherent inaccuracy of door position sensors. Failure Description No. 23 indicates how
incorrect sensor data processing resulted in the spurious shutdown of aircraft engines, which could have
resulted inamgor air disagter. Failure Description No. 25 indicates* sengtivities” in the engine Sartup
computer aboard the 747 that prevented the unit from functioning when the arcraft switched from
ground to auxiliary power in the wrong sequence.

. Accounting for multiplexed signals: Reeactor protection sysemstypicaly condgst of multiple groups
of sensors or insruments. Traditionaly, these connections were made with one circuit per sensor or
actuator, and both the wiring and the sensor were replicated when redundancy was required. In newer
desgns and upgrades, it can be anticipated that multiple sensors will be attached to digita
communications networks (Prekshott, 1993, p. 57; Fabio, 2000). While there are advantages to such
inddlations, they potentidly introduce more complex failure modes that must be handled by the
software. Among these are;

1 Dataerrors affecting multiple sensors (typicaly resulting in missing or detectably corrupted
datarather than corrupted data that is not detected)

Changes in the message mix or formats

Babbling resulting in the delivery of excessve data

I Permanent or intermittent loss of multiple sgnds
Handling these failure modes is an architecture and design issue that falls outside of the scope of this
document (and the task of the reviewer of software requirements). However, the software

requirements should completely reflect the design and architecture provisons that are implemented.
Among the items that should be reflected in the software requirements are:
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1. Sgnd handling from multiple, redundant buses

2. Algorithms for detecting missng sgnas from one or multiple devices from one or multiple
redundant data networks

3. Proper interaction with the error detection and correction capabilities of the underlying
instrumentation buses (i.e., software should not time out before the bus times out)

Care must be taken to ensure that recovery requirements address timing and performance. Failure
Description No. 4, dthough relating to amuch larger and less deterministic system, demondtrates that
recovery requirements that do not adequately take into account the characteristics of the network can
result in a long-term denid of service. Failure Description No. 20 demonstrates how inadequate
requirements for communication exception handling contributed to the failure of the Boston Air Route
Traffic Control Center.

. Validity checks on inputs. The requirements should specify that al incoming vaues are checked and

that aresponseis provided for each out of range condition (greater than maximum expected vaue, less
than minimum expected vaue, greater than expected increment, totaly invaid vaue, etc.). In upgrades
from andogto digitd 1& C systlems, input signds can have falure modesthat were not present in anaog
1& C systems and, hence, may not have been reflected in the system requirementsif they were adirect
trandation of the origind anadog system'’s functional specifications. Perhaps the most sgnificant

examples are sudden changes in vaues due to the “flipping” of high order bits (dueto trangent failures
inthe A/D conversgon or transmisson inamanner that it isnot detected by cyclic redundancy checks).

Requirementsfor detection of sensor failures described in the maintainability section may be devel oped
in common with these requirements. Failure Description No. 9 describes how invalid sensor data
resulted in a near fatal accident related to subway doors. Failure Description No. 30 reports how
inadequate sensor data processing requirementsled to the shutdown of 747-400 engines during takeoff

because of spurious sensing of the presence of thrust reversa or other signals. Failure Description No.

26 indicates how incorrect status was displayed as aresult of invaid input.

. Data agerequirements. The requirements should specify the maximum acceptable interva between
parameter updates (measurement age), how the system will verify data age, and what actions the
sysem will take if the data become “std€’ (data updates are older than the alowed limits).

. Missing data requirements: Requirements should specify how the software will respond to missing
data items (thisis rdated to issue no. 2 for multiplexed sgnds).
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6. Corrupt data handling requirements. Data can be corrupted by a number of mechanisms. Digita

network failure modes were cited above. Mechanisms from andog methods (as well as from, to a
certain extent, digitd data transmisson methods) that can corrupt signals include degradation of
isolation (causing cross talk and other interference), inadequate noise immunity, and permanent or
intermittent contact degradation. Requirements should specify the limits on inaccuracy of data, how
corrupt data will be detected, and what actions the control system will take in the presence of the
corrupt data. Such requirements should be checked for consistency with the underlying hardware and
communication system attributes for error rates and religbility.

Handling buffer overflows. Software requirements should identify the system response in the event
of input overflows. Requirements should be specified for each input sgnd, and, in dl cases, should
ensure that the plant enters or remainsin a safe state. Failure Description No. 18 is an example of a
buffer overflow condition where more accurate estimation of the queue size and a more complete
specification of software behavior when abuffer overflow occurs could have averted or mitigated this
falure

2.5.3 Operation

1.

Interrupts: Requirements should specify to what interrupts the software will respond, what states will
be saved prior to handling the interrupt, the maximum alowable time for the interrupt, and how the
systemwill restore states after the interrupt. Interrupt-driven processing should be minimized in asafety
grade system in order to permit complete verification and validation. Because of the stochastic nature
of interrupts, it is very difficult to verify that aparticular responsewill occur under dl timing conditions.
Notethat the“interrupts’ referred toin this paragraph are norma processing interrupts, not exceptions
related to data, software, or system failures, which are discussed in a later paragraph on exception
handling.

Uninterruptible control and safety actions: Requirements should specify which functions must be
completed or not run a dl (“atomic,” or indivisble, actions), the consequences of interrupting an
uninterruptible function (dueto afailure or exception), and the means of recovering from such afailure
(perhaps by shutting down that channel or processor and |l etting another processor resume or continue
the function).

Canceling a partially completed action: Requirements should specify which (if any) functions can
be canceled prior to completion, what system response will be taken, and how the operator will be
notified of canceled actions. For example, in a PLC, a watchdog timer may reset the device if its
timeout is reached. The software requirements would have to specify how the software responds to
this event (e.g., to shut down in an orderly fashion, send a message to the operator interface, and
execute an exit) without affecting safety. The subway automatic door incidents described in Failure
DescriptionNos. 28 and 29 il lugtrate the importance of establishing proper requirementsfor responses
to partidly completed actions. In these cases, the requirements had to balance avoiding nuisancedarms
and maintaining safety.
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4.

Requirements limiting sensitivity of monitoring and control algorithms. Requirements should be
set on the sengtivity of process monitoring and control dgorithmsto internd and 1/O precison errors.
As noted above, control algorithm coefficients can be affected by the precison of input and stored
variables. Such consderaions may beimportant not only in safety systems, which generdly do not rey
on PID feedback control (Prekshott, 1993, p. 57), but also in systems important to safety or systems
that might initiate a chalenge to the safety system. The sengitivity of polynomid roots in control or
filtering agorithms increases with the order of the polynomids. The output of agorithmsimplemented
aslarge order polynomias can be sgnificantly affected by errorsin measurement or precision of control
variables. Thus, requirements should be set on the sengtivity of such adgorithms, based on the
anticipated measurement errors and precison limitations of the A/D converson. It is possible to
decrease the senstivity of such control agorithmsby implementing them asaseriesof smdl polynomids
rather than one large polynomid (Phillips and Nagd, 1995; Franklin, et d., 1994).

2.5.4 Output

1.

Limitson step sizein outputs: Requirements should specify limitsto conform with maximum tolereble
step changesfor output equipment. For example, if adigitally caculated sgnd isconverted to an andog
sgnd to control a hydraulic actuator, the step must not be too large to either damage the equipment
or cause a pressure transient in the plant (NUREG-1709, USNRC, 2000, p. 28).

Output conversion errors:. Requirements should be written to ensure that no digital to analog
conversonerrorsaffect safety. The consderationsrel ated to error, precison, and resolution aresmilar
to thosefor input (see subsection 2.5.2) and are therefore not discussed further. Software requirements
should identify the system responsein the event of output overflows. Requirements should be specified
for each output signa, and, in dl cases, should ensure that the plant enters or remains in asafe State.

2.6 Guidelines Related to Maintainability

Maintainability guidelines are related to both online, in-service testing and diagnostics and to the means by
which the source code reduces the likelihood that faults will be introduced during changes made after
delivery. An important qudity isfunctiond partitioning (avoiding multiple functionsin one module) because
it reducesthe likelihood that a change madeto one function will affect another one. Maintainability can dso
be understood to refer to the ease with which software can be maintained by the gppropriate practicesin
software design, coding, debugging, and configuration management. However, this latter type of
maintainability isinfluenced primarily by thedevel opment processand not by the system-level requirements
and as such is not in the scope of this document.

Requirements related to maintainability should address:
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1. Online system status monitoring and reporting requirements: Requirements should specify what
aspects of the system status and configuration are reported. These requirements should include:

' What items (sensors, processors, buses, firmware, software, etc.) will be included in
configuration reports

I How the operationd status of these items will be checked

I How the revison number and serid numbers will be reported (manudly, during automated
system status checks, €tc.)

I What datawill be recorded about the system configuration and a what frequency

I What plant functions are checked by each surveillance or monitoring function

' What (if any) functiondity is disabled during survelllance and monitoring

I The frequency of execution of each monitoring function, by sensor or channd, if gpplicable

! How successful operation of the system monitoring function will be recorded and reported

I How failure of the system monitoring function will be reported, recorded, and darmed

I Theimpact of failure of execution of the systerm monitoring function

I What actions are to be taken for each anomaly detected by the system monitoring function

Importance to safety of above guiddine HIGH

Four falure reports indicate deficiencies in this area of requirements. The ar-conditioning failure
described in Failure Description No. 1 was aggravated by lack of maintenance and diagnostic
provisonsin the computer part of the system. Threefalluresin air traffic control ingdlations (Nos. 16,
17 and 18) resulted in prolonged outages because of weak requirements for diagnostics.

3. Sensor and communication system checks: Software requirements should be established for the
sensor and communication system. These requirements should include provisions for continuoudy or
periodically checking that the software receives vaid input signas. Such checks should include but are
not limited to comparing vaues of redundant sensors, using known physical relations to compare
diverse sensors a a given point (eg., pressure, temperature, volume), or performing time series
anayses.

Importance to safety of above guidedine MEDIUM
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4. Off-line system monitoring and diagnostic: Requirements should specify each of the system
survelllance and monitoring operations, including:

I The functions that are checked by offline operations

I Interlocks to prevent operation when systems are being maintained (or are in amaintenance
mode)—in Failure Description No. 36, anuclear plant emergency was created by omisson
of astep during the revison of a maintenance procedure.

I The frequency of execution of offline monitoring functions, by sensor or channd, if
applicable—Failure Description No. 34 shows how ambiguous statements about inspection
frequency can cause serious problems in anuclear power plant.

I How results (indications of both norma and failed operation) will be reported
I The actions to be taken for each anomaly detected by the system monitoring function

I How data related to system crashes will be recorded (this generdly requires that data be
collected during operation to enable a post-mortem “dump” }—Failure Description No. 14
describes an incident in which an ar traffic control weether radar experienced a trangent
failure and was smply reset by the technician. Diagnogtic information was not gathered on
the source of the problem to enable an assessment of whether the equipment status was
suitable for resumed operation. In contrast, in Failure Description No. 18, the presence of
trace recordings enabled a diagnosis of the buffer overflow problem and enabled a
requirements deficiency to be detected during operation and fixed.

Importance to safety of above guiddine MEDIUM
5. Requirements to allow technician maintenance: Requirements should indicate:
I How the software will alow and support system maintenance—Failure Description No. 20
indicates that technician action to reconfigure an air traffic control computer at the sametime

as the syssem was trying to reconfigure itself resulted in an exacerbation of the problem.

I How software will verify that parameter changes, diagnostics, and other syssem functionsare
performed as specified

I How technician actions are recorded and reported

Importance to safety of above guiddine MEDIUM
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6. Upgrade support: Software requirements should address how upgradeswill be performed and verified
S0 that crashes or other system anomaies will not occur upon initid loading and operation of system
revisions and upgrades. The importance of consdering upgrades can be demonstrated by Failure
Description Nos. 10 and 20.

Importance to safety of above guideline HIGH

7. PDS checking of operational environment: For PDS or COTS software, requirements should be
defined to ensure checking of the runtime environment (including the platform and operating system)
for compatihbility. Checks should ensure that the software will run properly in the new environment.
Failure Description No. 1 is an example of how an HVAC system was not properly controlled by
software, which was apparently developed for multiple configurations. Failure Description No. 11 is
an example of an interface falure for an devator annunciator function.

Importance to safety of above guidelinee MEDIUM
2.7 Guidelines Related to Security

NUREG-0800 requiresthat security threatsto the computer system beidentified and classified according
to severity and likdihood. In earlier designs, physical and adminigtrative controlswere the primary security
mechanism. However, itisquite possiblethat many functionsrelated to authentication, auditing, and access
control will be migrated to software because of the increasing sophitication of software-based security
functiondlity. These ongoing developments suggest that specidized research into security related
requirements might be beneficial. This section discusses guidelines for security-related requirements of the
software to detect, prevent, or mitigate security threats.

1. System Changes: NUREG-0800 Appendix 7.1B requires control of access to setpoint adjustments,
cdibrations, and test points (p. B-9). These requirements can be implemented ether by physica or
software security measures. If implemented in software, requirements should specify how the software
will authenticate the identities of individuals accessing the system to make dterations of setpoints,
cdibration parameters, program changes, etc. The requirements should state what checks the system
will make on the authority of theindividua making the parameter changes, and how it will log and report
such changes.

Importance to safety of above guideine MEDIUM

2. Access control: Requirements should state what security boundaries are present in the system, how
the software will control access at the boundaries, and how accesses will be stored. The requirements
should indicate how accesswill be maintained in the event of changes and upgrades. Failure Decription
No. 10 demondtrates that requirements in this area are sometimes overlooked, even in an gpplication
as critica as remote banking.
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Importance to safety of above guideline MEDIUM

3. Auditing: Requirements should state how the software will report security accesses and potentia
Security violations.

Importance to safety of above guideine MEDIUM
2.8 GuidedlinesRelated to Timing
Importance to safety ranking: HIGH (dl guiddinesin this section)

Timing-related software requirements include performance, response time, and capacity. Such
requirements are essentia for ensuring correctness and stability of responses to reactor excursions,
ESFAS control, and auxiliary system control. Plant technica specifications usualy impose a hard
deadline (that has to be met in every instance) on the operation of the RTS, ESFAS, and auxiliary
control systems. Often, congtraints are imposed by the underlying hardware (including sensors, existing
1& C networks, A/D converters, and actuators) may impose hard or soft deadlines® dictated by stability
requirements for closed loop controls. The SRP Appendix 7.1-B, Section 1, requiresin part the
identification of the performance requirements—including system response times, System accuracies,
ranges, and rates of change of sensed variables—that must be maintained until completion of the
protective action. The gpplicant/licensee’ s andys's, including the applicable portion provided in Chapter
15 of the SAR, should confirm that the system performance requirements are adequate to ensure
completion of protective actions. The software requirements must conform to these congraints.

1. Responsetimesfor the integrated system: Response time requirements must account for the entire
signd path. This can include (EPRI 1996, p. 4-2):

The time effects of andog or digitd input filtering

A/D converson time

Data interface-to-processor transfer time (1/0 module to processor in the case of PLCS)
Two scans of an gpplication program (to account for the case that a transient begins
immediately after the input vaue is processed)

Processor-to-data interface transfer time

D/A converson time (if applicable)

® Hard deadlines must be met on every iteration; soft deadlines requirements refer to response times that must
be met on the average

®Most safety cg;rade stems use real time systems with afixed iteration rate, often called a scan time for PLCs.
A description of PLC operation, including input, output, and processing iteration rates, is contained in NUREG/CR-

6463, Appendix A.
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Maximum timeto perform any failure detection and recovery (that may have occurred inthe
course of processing; see adso recovery timein Section 2.4 above)

The last bullet aso includes response time of communication channel's under noisy conditions that may
require (@) error correction by means of an error detection and correction code, or (b) retransmission
in care of uncorrectable errors. For parameter display, response time requirements must be alocated
to sgnd acquistion, processng, and display updating, and the sum of these dlocations must be
condgtent with (i.e., lessthan or equd to) the latency imposed by the design basis or other factors. For
control, the response time dlocation must consder the system acquisition, processing, output, and
actuator response times.

Mode of oper ation: Timing requirements (response time, sampling rate, throughput) should be set on
the basis of the most stringent mode of operation (“worst case’) of the gppropriate system. In many
cases, the worst case mode of operation will be during a transent event or an accident, rather than
under Steady state conditions. M ost safety system processes make use of static scheduling, where each
magor processis dlocated to a given fraction of the totd cycle. Dynamic scheduling is usudly more
efficient but poses problemsin proving that a given process will meet its response time requirements.

Sampling rate: Sampling rate requirements should be based onthe most congtraining of thefollowing
factors:

| Response time requirements Requirements for the time interva between samples
(reciprocal of the sampling rate) should be set such that the system can sensethe worst case
trandent event associated with that sensor and can provide the required action (display or
actuator sgnd) within the timing congtraint imposed by the design basis.

1 Noise and aliasing: The sampling rate requirements should reflect not only what isrequired
to capture the process dynamics, but aso the noise making up the totd signd entering the
digitd & C sysem. The noiseinformation isnecessary to prevent itsaliasng (NUREG-1709,
USNRC, 2000, p. D.2). The means by which the spectrum of the process dynamics for a
given sgnd is captured is not within the scope of this document (it may include anaytica
cdculations and measurements of worst case trandents in a high fideity smulator with a
spectrum anayzer), nor isthe choice of anti-diasing filters. However, the requirements should
reflect the appropriate sampling rate derived from these congderations. The sampling rates
must also take into consideration externa noiseintroduced by EMI/RF. In some cases, the
sampling rate must be significantly higher than required in the previous paragraph so that
sgndsin areas other than the process signd bandwidth (i.e., noise) can be subtracted out.
Thisis particularly important if EMI/RFI signd strength is on the same order as the process
sgnd itAf.
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1 Closed loop control system stability: Closed loop sampling rate requirements must be
consggtent with the congraints imposed by the closed loop control system. Most class 1E
safety systems terminate unsafe conditions and induce mitigation actions, and therefore there
is not much use for continuous Proportiona Integral Derivative (PID) feedback control.
Thereis, however, binary feedback from on/off devices such as vave positions (Prekshott,
1993, p. 57). Moreover, systemsincorporating PID feedback control may be important to
safety or might initiate unsafe events. Sampling requirementsrelated to system stability should
be evauated for these systems as well. Methods such as the phase/gain margin or thesigna
rise time (Phillips and Nagd, 1995; Franklin, et a., 1994) can be used to determine the
minimum sampling rate. Examples of guiddines are that the sampling rate must be six times
higher than the closed-loop bandwidth or four times the minimum risetime (NUREG-1709,
USNRC, 2000, p. 23).

| Periodicity of operation: Functions in the overal syssem may depend on data being
updated at specific intervas.

The techniques to gather the data and perform the caculations are beyond the scope of this
requirements document. An example approach can be found in Appendix E of NUREG-1709,
(USNRC, 2000). Of the greatest Significance to reviewers are that:

1 Thegppropriate design and andytica bases for the sampling rate determination exi<t.

1 Thevdidity of the assumptionsunder which the datawere gathered and andyses performed has
been assessed.

1 Theresultant requirements properly reflect both the worst case and limiting effects arisng from
the analyses.

Importance to safety of above guiddine MEDIUM
Degraded and failed system states. Capacity and timing requirements must be developed not only
for norma operationa states but aso for partialy degraded computer and 1& C system states. Failure
Description No. 4 demonstratesthat when requirements do not properly address capacity issues, along

duration outage can result.

2.9 Human-Computer Interaction

Importance to safety ranking: HIGH (al guiddinesin this section)
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The importance of completeinformation for operator decisons has been widdy recognized both withinthe
NRC and in other industrid automeation applications (Jaffe, 1989). The contributions of improper displays
in causing or exacerbating accidents has been documented by many reports, articles, and books (see, for
example, Kharanbanda, 1988). Extensive standards devel oped by the NRC (NUREG-0700, USNRC,
1996b) addressthe generd issue of functiondity and are not within the scope of thisdocument. Thissection
lists guidelines that should be considered when user interface requirements are implemented in software.

1. Event Notification and Alarm Display: Event notification and darm display requirements should
define (Jaffe, 1991; Leveson, 1995, p. 367):

a The eventsto be queued and displayed

b. The number of event categories and darm classes

c. The order in which events will be displayed

d. The means by which the operator is notified of high priority events (e. g., blinking)
e. The means by which darms and natifications can be acknowledged

f. How updates are to be shown for both displayed and queued events

Falure Description No. 24, relating to early A 320 problems, shows that lack of
prioritization in darm displays aggravated the crew difficulties in deding with anomaous
gtuations.

2. Responses to events. The requirements should map each message, display, or darm to operating
procedures. Allowance for human decision and reaction times should be stated. The subway automatic
door incidents described in Failure Description Nos. 28 and 29 illustrate the importance of establishing
proper requirements for responsesto events. In these cases, the requirements had to balance avoiding
nuisance darms and maintaining safety. Failure Description No. 24 demondirates the problems with
requirementsthat do not properly specify warning conditions, resulting in spuriouswarningsthat, inturn,
creste additiond hazards (an aircraft with alanding gear warning).

3. Layout: The requirements should address the layout of controls and displays, and the relative location
of each display and instrument (i.e., grouped with..., above..., etc.) should be described.

4. Manual controlsand overrides. Asnoted above, manud initiation of protective functionsis required
under SRP Appendix 7.1-B. Software requirements should identify what controls and displays are
available to the operator for each manud and override state. Failure Description No. 5 demongtrates
the importance of adequate requirements (at the system level and/or the software level) for manua
controls and overrides. The lack of such overrides caused an operating theater to be dark despitethe
presence of a backup generator system.

5. Cancelsand Aborts: The system should show acompletedisplay of statuswhen the operator attempts
to abort a sequence (see Space Shuttle Abort Failure, Leveson, 1995, p. 371).
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6. Termination: Requirements should specify how the operator may terminate asafety function and what
impact thiswill have on the rest of the plant.

7. Feedback: The system should provide full and complete feedback on status during the operation of
a command sequence.

8. User Characteristics. Requirements should identify essentid characteridics of the users of the
software such as reactor operators, maintenance personnd, or plant managers. NUREG/CR-6101
(Lawrence, 1993) recommends that for each class of user the requirements specify:

Educationd level

Experience with nuclear reactors

Experience with redl-time digital control systems

Generd technica proficiency (code reading, system diagnostics)

9. Interlocks and Permissives: The requirements should identify to the operator what interlocks and
permissves arein place and how thiswill impact operation of the safety function. Failure Description
No. 6 shows that an automobile engine overspeed system caused the engine to stop when the clutch
was disengaged. The proper response wasto dow down the engine (which did happen whenthe clutch
was engaged). Although the consequencesin this case were relatively minor, asmilar error in asafety
function could have more severe consequences.

10. Reversibility: The requirements should specify which, if any, commands are reversible, aswell asthe
system response when the operator intends to reverse an action.

11.Avoiding harm to operator: Requirements in the darm and display system should ensure that the
operator is not exposed to excessive light, noise, shock, physical vibration, or other disturbances.
Failure Description No. 13 describes an incident in which an air traffic controller was temporarily
incapacitated by dectrogtatic discharge routed through her headset.

12. Maintenance outage indications: Requirements to inform the operator of systems that are non-
operationa due to maintenance actions.

13.Personnel availability: Senior personne (operators and maintenance) are frequently “on call” outsde
of their shift hours and are presumed to be available when anomalous conditions arise. Requirements
should state how the availability of “on cal” personnel isto be monitored and how substitute personnel
are identified when the designate “on call” person is out of the area
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3. Methodology for Conducting a Review
The reviewer of asoftware requirements document will be confronted with at least the following questions:

1. Doesthe scope of the document include al generic topicsthat have been found essentia for generating
a oftware desgn from requirements?

2. Doesthe content of the document provide sufficient and unambiguous detail to assure thet the software
will meet the requirements for the specific gpplication? For NRC reviews this particularly includes
compliance with safety provisons.

3. Can the stated requirements be verified?

The firgt two questions are covered together in Section 3.1 because they can be covered by the same
review methodology. The last question is addressed in Section 3.2. Rejection criteria are covered in
Section 3.3

3.1 Review for Scope and Contents

The reguirements will not usudly be furnished in aformat or order that corresponds to that in which the
guiddines have been presented in the previous chapter. The reviewers will therefore have to generate a
matrix that relates the topics of the requirements document presented by the licensee to the topics of the
guiddines. A hypothetical example of such a matrix is shown below. The lig of topics in the Software
Requirements Specification (SRS) is taken from Section 5 of IEEE Std 830-1993 (This standard is
referenced in BTP HICS-14). The column headings are the mgor guiddine subjects discussed in the
preceding chapter.
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Table 3-1. Association of SRS Topics and Guiddine Subjects

Topics
inthe
Software Requirements
Specification

Robustness
Maintainability
HCI

NUREG-0800

Precision

Completeness
Reliability

Security
Response Time

5.2 Overdl Description

Product Perspective

- System Interfaces X X

- User Interfaces X

- Hardware Interfaces X X X X X

- Communications Interfaces X X

- Memory Condraints X

- Site Adaptation Requirements X X

Product Functions (overview) X X

User Characteristics X

Congraints

X
>
X
X
X

- Regulatory Reguirements

- Interfaces to Other Applications X

- Redundant Operation

- Audit Functions

- Rdliability Requirements

X XXX

- Criticdity of the Application

Assumptions & Dependencies X

5.3 Specific Requirements See Table 3-2

5.4 Supporting Information

Safety and Hazards Analyses X X

Physicd Security Requirements X X

The following listing of specific requirementsisto be generated for each operating mode, such as
reactor start-up, steady-state, reactor shut-down, reactor maintenance, and software test. The topics
(rows) of Table 3-2 are based on Template A.2 of IEEE Std. 830. Where the same topic appearsin
both tables, it is understood that the listing in Table 3-2 refers only to deviations from the generd
requirements discussed in Table 3-1.
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Table 3-2. Association of Specific Requirements and Guideline Subjects

Subjects
inthe
A.2 Template
of IEEE Std. 830

NUREG-0800

Precision
Completeness
Reliability
Robustness

Response

Security

Maintainability

HCI

Interfaces

- User Interfaces

- Hardware Interfaces

- Software Interfaces

X X

- Communication Interfaces

X

Software Functions

All following row titles are to be

ion

- Vdidity Checks on Inputs

X

- Seguence of Operations

X

- Response to Anomalies

X

- Effect of Parameters

X

-Output/Input Relationships

Performance Requirements

- Total and Smultaneous Users

- Volume of Data

- Response Time Requirements

Database Requirements

- Data Types and Hierarchy

- Frequency of Use

- Integrity and Accuracy

Congraints

- Rdliability and Availability

- Security

- Maintainability

- Portability

A practica review plan can be generated by going down each column and noting the subjects marked
with an “X.” Theligt of these marked subjects in each column congtitutes the review plan for the topic
indicated in the column heading. As an example, the construction of areview plan for the SRP Appendix

7.1-B Criteriais shown in Table 3-3.
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Table 3-3. SRS Topic for Review vs. SRP Appendix 7.1-B Criteria

SRS Topic Examples of Specific Review Topics*
Site Adaptation Congstency with the body of the SRS and with the design basis
Product Function (overview) Traceability to system regquirements
Regulatory Requirements Correctness, verifighility, and unambiguity of requirements
Redundant Operation Completeness with respect to design basis
Audit Functions Verifiability of acoess
Criticdlity of the Application Prioritization of requirements
SAfety and Hazards Andlysis Completeness with respect to design basis
Physca Security Reguirements | Completeness (as above) and traceability to system reguirements

*The complete Review Plan will typically contain multiple entries for each SRS topic

The checklists shown in Appendix B were congtructed by the methodology shown in this example.
3.2 Review for Verifiability

Appendix 7.1-B of the SRP requires that:

[t]he information provided for the design basisitems should be stated or provided in such away
astofacilitate the establishment of verification criteriaand the performance of andlysesand reviews

of the various safety systems.

As a specific implementation of this provison, BTP HICS-14 defines verifiability for computer-based
|& C systems as requiiring:

... that it be possible to congtruct a specific analys's, review, or test to determine whether each
requirement has been met.

Thus, the material provided for review should indicate how each of the provisons of the SRSisto be
verified. The adequacy of the verification measures can be evauated by asking the following questions:

1. Hasthis verification measure previoudy been used for verification of a comparable requirement?
If yes, has it been found adequate? If no, are there fal-back provisions in case it is found to
be inadequate?

2. Isthe proposed measure suitable for determining compliance with the requirement a an early phase
in the software development cycle?
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Because problems found during verification late in the development process are much more
difficult to correct, and because late correction is more likely to affect other functions,
preference should be given to verification meansthat are suitablefor early development phases,
such as forma methods and structured reviews. Use of these verification methods does not
diminate the need for testing (late phase verification) but it reduces the probability that
problems will be found in tests.

. Isthe verification method objective and repestable?

Peer reviews may not dways be objective, and some forms of random testing are not
repeatable. Where these verification methods are proposed, they should be supplemented by
methods that are objective and repeatable—possibly they can be performed a a later
devel opment phase.

. Will there be vishility asthe detalls of the verification activities are developed?

It is usudly not possible to supply full details on the verification activities at the time the
requirements are generated. A statement that forma methods will be used may later be
augmented by the specification of the language and proof engine that will be employed. Test
plans prepared during the requirements phase need to be fleshed out with test specifications,
test procedures, and test schedules. The milestones at which such additional detail will be
available should be identified as part of the requirements review.

3.3 Regection Criteria

Reection criteria can, in most cases, be developed directly from the checklists in Appendix B. As an
example, for the SRS topic “ Site Adaptation,” the requirements documents should be rgected if the Site
adaptation provisons are not congstent with the design basis. In the review for some column headings,
particularly robustness requirements, rejection criteriamay have to be developed at amore detailed leve.
Two examples are presented. For the SRS topic “Regulatory Requirements’ in Table 31, the decision

to rglect under the robustness heading may be based on lack of the following criteria

() Referenceto gpplicable regulations and standards (e. g., |EEE Std-603)

(b) Definition of the scope of the applicability of the sandard (e. g., from sensed variable to actuator)

(c) Veification methods for determining compliance

Smilaly, for SRS topic “Redundant Operation” in Table 3-1, requirements for avoidance of common

mode failures can be rgjected if they do not separately address the following:

(&) Source code design
(b) Toadl utilization (indluding compilers and linkers)
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(o) Veificaion provigons, in this case with emphads on test case generation
(d) Code maintenance

In addition to the reection criteria related to safety concerns discussed above, the requirements
documentation may have format deficiencies that preclude the applicationof the checklistsin Appendix B
or of the guidelines asawhole. IEEE Std-830 permits much latitude in the presentation of the SRStopics,
induding ordering by operating mode, by user class, by object controlled, by stimulus, by festure, etc. But
the materid to be presented in an SRS is described in sufficient detail (in Section 6 of the standard) to
support ameaningful review by the guiddines of thisreport. It followsthat it might be areason for rgection
if materia required in Section 6 of the sandard isnot present in the documentation furnished for thereview.
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Appendix A—Glossary

Critical characteristics are those properties or attributes that are essential for performance of an
equipment’ ssafety function (IEEE Std 934, “ Requirements for Replacement Partsfor Class 1E Equipment
in Nuclear Power Generating Stations’). A amilar definition is provided in EPRI

NP-5652, “Guiddine for the Utilization of Commercid Grade Items in Nuclear Safety Related
Applications,” in relation to commercia dedication. (NUREG-0800)

Design output includes documents, such as drawings and specifications, that define technica
requirements of structures, systems, and components (ASME Std NQA-1, “Quadity Assurance
Requirements for Nuclear Facility Applications’). For software, design outputs are the products of the
development process that describe the end product that will be ingtdled in the plant. The design outputs
of a software development process include software requirements specifications, software desgn
specifications, hardware and software architecture, code listings, system build documents, ingtalation
configuration tables, operations manuals, maintenance manuas, and training manuas. (NUREG-0800)

Dynamic non-linearity, or DNL, reflects the maximum deviation in going from one step to the other and
may be quite sgnificant where measurements are being done on the difference between vadues (e.g., flux
level changes).

Design process comprises technical and management processes that commence with identification of
design input and lead to and include the issuance of design output documents (ASME Std NQA-1).

Design requirement is arequirement that specifies or congtrains the design of a system or system
component (IEEE Std 610.12, “|EEE Standard Glossary of Software Engineering Terminology”).

Deterministic refers to a property of acomputer or communication system such that the time delay
between stimulus and response has a guaranteed maximum and minimum (NUREG-0800).

Embedded software or firmware is software that is stored in read-only memory and built into a
computer dedicated to a pre-defined task. Normally, embedded software cannot be modified by the
computer that containsit, nor will power failure erase it; some computers may contain embedded
software stored in eectricdly erasable programmable read-only memory (EEPROM), but changing this
memory typically requires a special sequence of actions by maintenance personnel (NUREG-0800).

Firmware—see Embedded software

Function is a specific purpose of an entity or its characterigtic action (IEEE Std 610.12, “|EEE
Standard Glossary of Software Engineering Terminology™).

Functional characteristic isatrait or property of adesign output that implements a functiona
requirement, a portion of afunctiona requirement, or a combination of functiond requirements. BTP
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HICB-14 identifies specific functiond requirements considered in software reviews (NUREG-0800).

Functional requirement is arequirement that specifies afunction that a system or system component
must be capable of performing (IEEE Std 610.12).

Gain error describes the deviation between the full-scae actud change in the input Sgna and the
output of the A/D converter.

Hardware critical characteristics are those properties or attributes of computer, periphera, or
communiceation hardware that are essentid for performance of the connected equipment’ s safety
function. This includes meeting specifications that are required to execute the software intended to run
on the hardware, as well as attributes of rdiability, testability, or predictability upon which the Saff’s
safety findings are based. (NUREG-0800)

Linearity error isthe maximum deviation of the A/D converter from the ided to the actud acrossthe
range of the A/D converter.

Maintainability refers to attributes related to both online, in-service testing and diagnostics and to the
means by which the source code reduces the likelihood that faults will be introduced during changes
made after ddlivery.

Missing code is a devietion of the A/D converson in which one or more increments of the input signa
are not reflected in the A/D output.

Non-monotonicity isthe deviationof thedirection (3gn) of A/D converson rddiveto achangeintheinput
sgnd (i.e,, decreasing when the input signd isincreasing or increasing when the Sgnd is decreasing).

Offset error isthe congstent shift (higher or lower) between dl vaues of the A/D converter and the
input vaue.

Predevel oped software (PDS) is software that dready exigts, isavailable asacommercid or proprietary
product, and is being considered for use in a computer-based function (IEC Std 880, “ Software for
Computersin the Safety Systems of Nuclear Power Stations,” Supplement 1 draft). Commercid, off-the-
shelf (COTS) software is a subset of PDS.

Reliability is the probability that the (hardware or software) component will not cause afallure of a
system for a specified time under specified operating conditions. The probakility is afunction of the
inputs to and use of the system, aswell as afunction of the existence of defects (faults) in the
component. The inputs to the system determine whether existing defects (faults), if any, are
encountered. (ANSI-AIAA R-013 1982)

Robustness refers to attributes related to the specification of behavior of the software in the presence of
unexpected; incorrect; anomalous and improper (1) input, (2) hardware behavior, or (3) software.
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Response time requirement refers to the time congraints for operation of a function.
Setpoints are the levels of monitored parameters that define the onset of unsafe conditions.

Software critical characteristics are those properties or attributes of a software or firmware product
that are essentid for performance of the reated equipment’ s safety function. This includes functiona
requirements that are alocated to the software product, as well as attributes of robustness, testability,
or dependability upon which the staff’ s safety findings are based. (NUREG-0800)
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Appendix B—Checklistsfor Conducting a Review of
Requirements

Thefollowing checklist isbased on the topicsand their ordering for a Software Requirements Specification
(SRS) in accordance with IEEE Std 830. Although this standard is listed in BTP HICS-14, there is no
assurance that a given requirements document will adhere to it. Also, the standard allows for severd
dternative ordering of the subjects. Where the standard is not followed, or where the ordering differsfrom
that assumed here, the reviewer will have to use judgment in identifying eguivalents to the topics used in

this checklist.

The checklists are presented in the order in which guideline subjects are listed in Chapter 2 of the Software
Requirements Guiddines.

Table B—1. Checklist for SRP Appendix 7.1-B Criteria

From SRS Topics Examples
Table 3-1 Site Adaptation Requirements Consgtency with design basis
Product Function (Overview) Traceahility to system requirements
Regulatory Requirements Correctness and verifiability of SRS gatements
Redundant Operation Completeness with respect to design basis
Audit Functions Verification of access
Criticdlity of the Application Prioritization of requirementsin the SRS
Safety and Hazards Analysis Completeness with respect to design basis
Physica Security Requirements | Traceability to system requirements
Table B—2. Checkligt for Precision
From SRS Topics Examples
Table 3-1 Hardware Interfaces Memory and bus word Size congstent with precision
Table 3-2 Hardware Interfaces For specific function—see above
Output/Input Relationships Explicit satement of precison requirements
Database Integrity and Accuracy | Must be consstent with above
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Table B-3. Checkligt for Functiondity

From SRS Topics Examples
Table3-1 | Syslem Interfaces Complete definition of the run-time environment
Site Adaptation Requirements
Product Function (Overview) Traceability to system requirements
Interfaces to Other Applications | Initidization, synchronization a Sart-up
Table 3-2 User Interfaces Indications and controls for degraded states
Sequence of operations Recovery from degraded states
Output/Input Relaionships Completeness of process variableslist
Response Time Reguirements Completeness of parameter descriptions
Data Types and Hierarchy Functiona completeness of software requirements
Table B4. Checkligt for Rdiability
From SRS Topics Examples
Table3-1 | Hardware Interfaces Failure detection capabilities
Regulatory Requirements
Redundant Operation
Rdiability Requirements
Avoidance of sngle point failure mechanisms
Avoidance of corrdated failures
Specification of quaitative and quantitative
requirements
Table 3-2 Hardware Interfaces Failure modes for specific operations

Software Interfaces

Failure detection and recovery
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Table B-5. Checklist for Robustness

From SRS Topics Examples
Table3-1 System Interfaces Independence of redundant sensors, actuators and
communication channdls
Communication Interfaces
Regulatory Requirements I ndependence of monitorsfromthemonitored function
Redundant operation Independence of interna processing for redundant
processes
Rdiability Requirements Specification of minimum acceptable data set
Criticdity of the Application Identification of uninterruptible operation
Table 3-2 Software Interfaces Independence gpplied to specific functions
Communication interfaces Toleration of interruptions and noise
Vadlidity Checks on Inputs Input processing requirements
Response to Anomdlies Operations requirements
Integrity and Accuracy Limits on Sep Szein outputs
Rdiahility and Availability Conggtency with requirements
Table B-6. Checkligt for Maintainability
From SRS Topics Examples
Table3-1 Hardware Interfaces Status monitoring and diagnostics; reporting of
configuration data
Regulatory Requirements
Redundant Operation Minimum required equipment list
Assumptions and Dependencies | Restoration capabilities and times
Table3-2 Hardware Interfaces Status monitoring and diagnostics for specific

operations

Effect of Parameters

Upgrade and modification support

Maintainability and Portability

Consgtency with system requirements




Table B—7. Checklist for Security

From SRS Topics Examples
Table 3-1 Hardware Interfaces Physicd security
Communication Interfaces Unauthorized access and service interruptions
Regulatory Requirements Conggtency with system requirements
Audit Functions Access and operations logs
Table 3-2 Hardware Interfaces Prevention of unauthorized parameter changes
Tota and Smultaneous Users Access control
Security Condraints Consgtency with systemn requirements
Table B-8. Checklist for Timing
From SRS Topics Examples
Table3-1 Memory Congraints Memory accesstime
Table3-2 Software Interfaces Conggtency with response time requirements,

particularly with regard to error checking and roll-
back.

Communication interfaces

Vadidity Checks on Inputs

Effect of missed checks on response time must be
evauated

Effect of Parameters

Consgder worst case conditions

Performance Requirements*

Must be separately evaluated for each mode of
operation

Database Frequency of Use

Congstency with response requirements

* All subheadings under this heading must be evaluated; see Table 3-2.

Table B-9. Checklist for Human-Computer Interactions

From SRS Topics Examples
Table 3-1 Hardware Interfaces Software actions consgtent with hardware layout
User Interfaces Event notification; feedback on operator inputs
User Characteristics Notification to operator of high priority events
Table 3-2 User Interfaces Event natification for specific tasks
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Appendix C—Importanceto Safety Rankings

The following table summarizes the “Importance to Safety” rank for each mgor guiddine. Only two rank
levels are used: “H” for guiddines of high importance, and “M” for guideines of medium importance. The
rationde for thisranking for each guiddineis dso shown. Which guiddine received which ranking can be
explained as follows. Where arequirements error or omission could directly lead to a catastrophic failure
the “H” level was assigned; where the error or omission could contribute to a catastrophic failure or could
directly cause anon-catastrophic failurethe“M” level wasassgned. A rank of H/M denotes predominantly
H importance with individud instances of M rank, while M/H denotes a predominantly M leve with an

individud ingance of an H rank.

Table C-1. Importance of Safety Rankings

Guiddine Number and Title

Rank

Retionde

2.1 | SRP Criteria

H

Criteria recognized as being essentid to safety.

2.2 | Precison H Incorrect specification of precisonindigita sysemscan
cause unexpected and serious effects.

2.3 | Specificity and Completeness| H | Ambiguous or incomplete requirements are cited as
causes for many failures documented here.

2.4 | Rdiability H/M | Violaion of functiond requirements, such as
independence of channels, can cause catastrophic
falures, quantitative requirements (fallure rates) are
ranked M.

2.5 | Robustness H | Toleration of disturbed environments is essentid for
accomplishing objectives of safety systems.

2.6 | Mantainability M/H | Lack of upgrade support is ranked as H because it has
led to reported failures; othersareranked asM because
they do not by themselves cause catastrophic failures.

2.7 | Security M | Violation of requirements does not by itsdf cause
catagtrophic falures.

2.8 | ResponaTime H | Thisisessentid for prevention of catastrophic failures.

2.9 | Human-Computer Interface H Missng, ambiguous, or delayed information tothe

operator can cause catastrophic failures.
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Appendix D—Linking of Guidelinesto Standards

The following table lists standards and related documents that are referred to in the guidelines. Most
standards cover dl of the mgor requirements topicsidentified in Chapter 2. The difference between them
is the scope of gpplicability, ranging from the entire nuclear power plant to digita portions of the plant
protection system. The ligting in Table D1 reflects direct contributions to the guidelines developed in
Chapter 2.

Table D-1. Contributions of Standards to the Guiddines

Guiddine Number and Title

Applicable Standards and Related Documents

2.1 [ NUREG-0800 Criteria |EEE 279, IEEE 603, |IEEE 7-4.3.2

2.2 | Precison |EEE 279, |IEEE 754, NUREG 1709, NUREG/CR-6101
2.3 | Specificity and Completeness |EEE 279, BTPHICS-4, 5, 6, and 12

24 | Rdiablity |EEE 100, IEEE 279, |IEEE 603, IEEE 7-4.3.2

2.5 | Robustness MIL-STD-1629, NUREG-0800, NUREG-1709

2.6 | Mantainability

2.7 | Security NUREG-0800

2.8 | Response Time |EEE 279, NUREG 1709

2.9 | Human-Computer Interface NUREG-0700
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Appendix E—Reviewers

Dr. Peter Popov is aresearch fellow at the Center for Software Rdliability (CSR) at City University in
London, England. Over the past three years, Dr. Popov has been investigating the impact of diversity
on software fault tolerance for critica systems. Dr. Popov, together with Alexander Romanovsky (see
below), has been funded by a research program sponsored through the U.K. nuclear regulatory
authority to investigate the application of software diversity in nuclear safety systems. Thiswork is part
of the Diversity in Safety Critical Software (DISCS) project, aresearch entity established jointly by the
City University (London) and the University of Newcastle-upon-Tyne, both indtitutions with more than
25 years of research in software rdiability assessment and software fault tolerance.
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