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Amit Patel

As founder and CEO of Total Performance Consulting, Amit Patel brings more than
fifteen years of experience in performance engineering, quality assurance, and
software testing. Amit prides himself on being a vital part of his client’s
development team, delivering world-class performance engineering, quality
assurance, and test automation during all stages of an application lifecycle. He is
responsible for the firm’s delivery of software quality and performance solutions.
Amit has successfully delivered testing solutions to companies from startups to
large enterprises in retail, banking, financial services, and education. Connect with
Amit on LinkedIn or follow him on Twitter at @aapatel.
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The HealthCare.gov fiasco is a clear
example of how businesses can seriously
undermine their business goals when launching a
new app or user platform. Brands must do
performance testing even when their app or
website has much smaller loads than

HealthCare.gov.

FastCompany 4 Lessons From Healthcare.gov Epic Failure . .
| AN 4
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OTHERS... urcc

We always try to put on the biggest and most exciting
fights. We want our fans to have the best
when watc ur events. Unfortunately, we didn’t

Nordstrom's website is crashing on one of the retailer's deliver the wanted on Saturday because of

! H H NeulLion’s technical issues on UFCTV. As usual, we
Bitcoin Futures Open Sees Price Spike, bIQQESt Shopplng days Of the year always take care of our fans and will fix this. We have
CBOE Crash

started processing refunds immediately for anyone
that could not access the fight after purchase.

MoviePass @
@MoviePass

Our app is currently down and we're working

HANG ON A SEC...

OUR SITE'S EXPERIENCING MORE TRAFFIC THAN USUAL,

BUT YOU'LL BE ABLE TO GET BACK TO SHOPPING SHORTLY. hard to get it back up and running for yOU!
THANKS FOR YOUR PATIENCE—SORRY FOR We apologize for any inconvenience. If you're
a current member and had to pay out of
pocket, please submit your ticket stub or

receipt to refunds@moviepass.com.

At least four retailers — Macy's, Lowe's, and U.K.-based retailers the
Perfume Shop and Game — were affected by technical glitches on Black
Friday that slowed purchasing activity and transaction processing on the
busiest shopping day of the year. In each case, the problems were
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IT downtime costs North American businesses $700 billion
annually, mostly due to loss of employee productivity

Cost to fix
L 5%

_— Revenue loss
17%

Annual

aggregate
cost:

$700 billion

Productivity loss

78%

© IHS, IHS Infonetics The Cost of Server, Application, and Network Downtime:
Annual North American Enterprise Survey and Calculator; 2016

Cj E(fgrLformance

PERFORMANCE MATTERS

IN DOLLAR TERMS,

this means that if your site
earns $100,000 a day, you could

lose $2.5 MILLION

in sales.

A 1-second
delay in page
load time

Equals 7%
loss in
conversions

Equals 11%
Fewer page
views

Equals 16%
decrease in
customer
satisfaction

C J pérformance




NOT ALL ABOUT THE MONEY

Is.the risk of customer complaints.really worth
not performance testing?

Predicatable

deployments Understand scalablity

with or w/o cloud

CDN
performance Container scalablity
Customer Proper infrastructure
satisfaction sizing
C J ;T%ArLformance 7
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More frequent releases

Automation
implemented as part
of the SDLC, some Cl,
CD maybe not

Team:s still not fully
connected

CJ Pérformance

Performance still often
left until the end

Performance often not
included until major
releases




CHALLENGES
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DevOps Movement

Continuous Continuous Continuous Continuous
Waterfall Agile Lean Integration Delivery Deployment Operations

N\, TOTAL
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GitHub Flow

© l——| Git Checkin |——| Jenkins Build I——|

Local Tests

Artifact
Storage

Git Checkin

C/ E‘)DgrLformance 13

NEW REQUIREMENTS

Start to think about performance early from requirements to initial
architecture decisions

Include performance as stories and backlog items

Integrate with different feam members
Testability

Creating Performance Defects




MEETINGS

Cj E‘)DgrLformance

TEAMWORK

FEEDBACK

AUTOMATION
AUTOMATION
AUTOMATION

TOTAL
peérformance

DevOps emphasizes automation

Build performance into the DevOps
automation process

More data analysis conducted
Testing is automated

Scripting challenges




DEVOPS TOOLS

SCM TESTING cl OPS  CONFIG DEPLOYMENT MONITORING COLLABORATION
GitHub W/ TC. splunks> @ * o New Relic' m
0glt BjFitNesse ¢3Bamboo °G Nagios’
-
@ Bitbucket n C h ef CloudWatch h
Se
SUBVERSION A udynatrace
( P"Pll‘gf
S,
T‘e?/ti(}
CJ pérformance
LOAD TESTING TOOLS
TYPICAL REQUIREMENTS: THINGS TO ALSO CONSIDER:
« Project and product requirements + Integration with Cl solutions (s)
» Cloud based load * Monitoring intfegrations
+ Internal vs external traffic or both * SLAs
+ Skill sets required + APl testing

Budget

C/ E‘)DgrLformance 18




CITOOLS

« Scheduling performance tests
« SLA pass/fail (error rates, response times, throughput...)

« Allows data to be trended over time (Response Times, Errors, Throughput...)

¢:Bamboo

7)), TOTAL
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APM SOLUTIONS

» Production feedback loop
* Monitoring QA and Staging environments
+ Compare Pre-PROD data with PROD APPDYNAMICS

« Automate collection of data

isdynatrace

TOTAL
performance




DD » »
OD DB A 0le

Search 190128 4.60 1.90 2.29 6.61 2.30 8.38 16.05 12.03 4.02
Login 8.77 76081 137 7.41 127 4.32 0.10 0.22 34.62 2.33 32.28
View Cart 15.93 29486 14.60 133 14.54 49.75 0.06 0.12 50.82 48.52 2.30
Add To Cart 11.59 10640 9.10 2.49 9.05 34.01 0.05 0.09 38.35 33.76 4.59 408,055
Checkout 19.33 5998 18.25 1.08 18.20 60.56 0.05 0.11 61.88 60.00 189 371,168
Category 6.92 3841 3.15 3.76 211 4.60 1.04 2.95 32.68 4.28 28.39 125,505
Registration 12.33 2621 1173 0.60 11.68 46.93 0.05 0.15 47.64 46.57 1.07 124,857
My account 13.26 3898 0.75 12.52 0.71 2.04 0.04 0.11 30.64 1.02 29.62 119,431
Update password 1056 30.08 192 30.00 93.94 0.08 0.36 97.23 92.03 5.21 102,679
Delete item from cart 2749 0.92 5.23 0.90 2.51 0.03 0.04 30.04 0.74 29.30 82,591
Homepage 12.96 1597 12.30 0.66 12.23 41.88 0.07 0.13 42.86 41.57 1.29 68,439
Filter/Facet 4783 137 6.80 0.86 6.00 0.51 0.11 12.45 170 10.75 59,539
Search 1903 0.71 5.36 0.68 1.58 0.03 0.11 26.96 114 25.81 51,299
Login 1830 3.82 1.95 0.65 2.04 3.17 15.00 19.44 14.72 4.71 35,568
View Cart 19.18 600 17.96 121 0.37 0.78 17.60 46.41 50.37 47.24 3.13 30,223
Add To Cart 7.70 1138 6.43 127 6.41 20.92 0.02 0.04 24.04 17.62 6.41
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APM DEPLOYMENT

DEPLOY APM TOOL IN ALL ENVIONRMENTS

COMPARE DATA ACROSS ENVIORNMENT

11



AUTOMATING DATA
COLLECTION

NEXT STEPS r Y
v

. Requirements and KPlIs

. Setup Performance CIl Environment
. Performance Scripting Process
. Define your SLAs

. Results incorporated into Cl solution

TOTAL
rformance
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REQUIREMENTS & KPIs

» Understanding what is the goal and
KPIs required for success

» Understanding cross team
requirements

> Types of Tests
» Team responsibilities

C/ E‘fgrLformance

TYPES OF TESTS

End-User tests (Ul)

Traditional load tests
« Scaled down tests
« Large scale tests

« Memory leak tests

API tests (Service level tests)

Integration tests

TOTAL
performance

Sample KPIs

Database query performance
Traffic being sent Mb/s

Right amount of logging
Response times

Time to deploy new code
Rollback time

Response sizes

TCP connection
Time to first byte (TTFB)

DNS lookup Content download

13



Generate Script

for Scenario

Move to DeviUAT

Continuous
Integration (Jenkins)
7

Environment

SAMPLE PERFORMANCE
SCRIPT WORKFLOW

Y

Yes

Need to update Script?

N, TOTAL
(8 _ performance 27
Local Performance
Enviranment
/Jse Cases
i
Load GitHub
Test Tool Generate/Update
Scripts Jenkins Master
Approved
PERFORMANCE CI -
ENVIRONMENT
Environment (Ft,n Mals;evl)
ass f Fai
EXAMPLE o
(Gt N
—~ Execution ‘é Jenkins Slave
S Load 2 Instance
== Test Tool o
~
Final
Scripts
Pass/Fail
based on
TestResults SLAs
N, TOTAL
(8 _ performance 28
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HIGH-LEVEL AUTOMATION WORKFLOW EXAMPLE

> Source
Control

4.

Developer

|

Commit Changes

Committed Changes
Trigger Cl Build

Tester
~00® Build Kick Off Test
—
i E |
Deploy to Prod \J 8 Pass / Fail =
—— ‘. EEE———
Production Continuous Automated
Environment Integration Server Performance Test
C/ E‘)DgrLformance 2

Transaction level response times
Request response times

APl response fimes

Use case / script level response times

Total # of Errors / Error rate
» Throughput

» Response sizes

15



RESULTS

Avy. Resp. Time (pages)

Test Result Trend

Requests Per Seconds

Performance Trend

Throughput

|==Requests Per Seconds

Responding time

m=30% line == average ==median

Percentage of errors

f=crrors

Booking Flight Script (Avg)

Booking Flight Script (Error Percentage)

16



KEY CHALLENGES

o Integration Timeouts
o Unable to diagnose and resolve issues
I\J NET

S0% 10

Back to back months of Handled only 50% of Struggled to handle 10

integration call issues projected peak traffic concurrent users without
seeing integration errors

7~ L
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CASE OF THE INTEGRATION CALLS

ProductintegrationDLL

5 30

Duration (85%): 3.45 PROD 25
4 FromJun 8 00:59 to Jun 15 00:59
T~ 21
o~ \/\/\J\\/\/ & TEST
15
10
1 Duration (95%): 2.5
From May 18 00:59 to May 25 00:59
Le) o
June July August Septernber October June Ty August ‘September Octobe
IGHFSHERIGER  Avo Duration |DUFSBHEEH]  ~vo Duration
.
BankintegrationDLL
30
PROD 0
TEST
6 20
\ Duration (35%):12.57
From May 25 00:59 to Jun 1 00:59
'
10
o (]
June July August Septernber Cctober June July August September Cctober
IDUEBHESR A3 Duraton IDUSHGRNGERY| vq Duration

CJ pérformance
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TESTING INTEGRATION CALLS

average
B8 88383

Validate Personal Data (Avg)

average

033BRBERE4S

sERgsIslEsTIzEUey

- ey

Sttt R R R ST

— em s mmaw TR

) Pérformance

Test Result Trend

4 Back to Dashboard
O, Status

= Changes

W Workspace

) Build Now

(© Delete Project

. Configure

[ Copy Project

Build History trend =
[ ]
= .
1
0
e
e
i
2
o ms
-

-

i ¢ % g ¢

just show failures) enlarge

Project Integration Calls Test

(add description

able Project

Avg. Resp. Time (pages)

09
rkspace .
Zs0
T Lastsuscessiul atacts 228
aon g2
—_# Recent Changes &'
| S0
“os
00
Latest Test Result (1 failure / £0)

Permalinks 125
« Lasthuild (#52). 1 hr 2 min ago '

« Last stable build (#45), 18 hr ago 2
. uccessiul build (252), 1 hr 2 min ago 0%
« Lastunstable build (#52).1 hr 2 min ago Eon

. build (#52)_1 hr 2 min a0 5
. mpleted build 52),1 hr 2 min ago 02
00

LRI

SRR EIITITINITANRY

Etror Rate
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CI SERVICE LEVEL TESTS

Jenkdins  © TPC TEST £akBLE Avro ResREsH

4 Backto Dashboard

Project TPC TEST

O, Status
2 Changes [@add description
1 workspace
£2) Buid Now Avg. Resp. Time (pages)
(© Delete Project EWv_msm '
£
7. Configure e
@* Last Suscesstu Arifact zm
Lo
Build Histon trend = (= H
Y | Recent Changes e
— %02
o0
om —GHBGL) m Lot st B o o)
28 b el "WO1BPM
175
#217 - 518 PM ”
LB Permalinks 150
B 2018 PN e
* Lastbuild @28, ™ hrago
L #5 o 11:18 AM 2
» Laststable build (#28) ™ ™ hrago =
24 =g AM o Lastsuocesstul build (#2),_ s __m v ago Fom
+ Lastfailed build (#10) hi ago & o5
082 o mdTWstEAM + Lastunstable build @28 m B bi ago
o2 - 22 A o Last unsucoessful build (#25), _mm mm hr g
* Last completed build (#29) I hrage
FE) 1118 PM
om0 "u™ M
o#3 - 5018 PM
o#s o 2z P
Q#7 - 1118 AM €
e o ol RS2 AM H
Q#s = ms1AM
O #e o =218 AM
o#3 = 1118 PM

CI SERVICE LEVEL TESTS — BUILD TRENDS

Jerkivs TP TEST

= crones
18 oo . - - - - o
© Bston oFCTEsT R oFcTEsT s

© vekte ot

# Configure

Build Hitery treng =

b v on ian o

Build Time Trend

Build | Duration Siave
0w 2min maser

©
i
Fl

O# 2min  maser
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Ul LEVEL TESTS — TRANSACTION TRENDS
Approve Case
Print P E e, el Ba
. S el el EELEL PV DS ] ot ‘——\/\/_\/—/V
. J—H\fﬁ\P—J ® 78
i g s
SR e R F R EE R R TR FE R R EE LR EIE 2
O yeigenegecypreereasag
Review Application Search
, [ S I A S [ o e
’ R N SRR R iR R b a R R ek e R e f PR R I 1 * AT I IR R R I H R s Rt i s e T
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TAKE AWAYS

» Collaboration

»  Testability

= Sefting up the right tests

= Comparing results over time
=  Automate result collection

AUTOMATE, LEARN, UPDATE, ITERATE

TOI

ITAL
performance
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COLLABORATION

Access to PROD data
Testing in PROD

 smmcoasmeoRNGReRToOs

~
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ADDITIONAL THOUGHTS

Incoporate performance intfo every team

Bl Plan for large scale on-demand tfests

S Noftifications (i.e. Emails, Chat)

llle ‘

/i

CJ E'grefbrmance
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THANK YOU FOR ATTENDING THIS SESSION

Amit Patel
Total Performance Consulting
(@EETEIC]
apatel@totalperform.com

@TotalPerform
www.totalperform.com
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